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1 Foreword

The final report summarizes the research results obtained under ARO/CECOM contract No. DAAL03-
91-G-0093. The research covered five areas in protocol engineering and distributed systems: protocol
conversion, conformance testing, multimedia protocols, high speed packet switches and distributed
control. A total of 28 publications have been credited to the contract, including 4 Ph. D. disserta-
tions, 6 journal publications and 18 publications in international conference proceedings. Included
in the appendices are six reprints of publications that were not included in two previous progress
reports.

The research group should like to thank Drs. William A. Sander (ARO) and Charles J. Graft
(CECOM) for their support and leadership to make the research both worthwhile and rewarding.
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2 Report Body

In this section, the research results are presented. The research covered five areas: protocol conver-
sion, conformance testing, multimedia protocols, high-speed packet switches and distributed control.
The problems that were investigated in the respective areas are first described in Section 2.1, then
the major results of the research are summarized in Section 2.2. A list of publication credited to this
grant and the participating personnel can be found in Section 2.3 and Section 2.4, respectively.

2.1 Statement of Problems
2.1.1 Protocol Conversion

Due to the competitive and proprietary nature of computer networking and the rapid advances in
computers and communications, many diverse network architectures and communication protocols
have been developed during the past two decades. As a result, it poses problems for various networks
to communicate with one another. To provide interoperability for systems residing on two networks
that employ different protocols, some special devices, called gateways or converters, are needed
to ensure that the transition sequences of one protocol are correctly converted to the transition
sequences of the other protocol. Currently, most of the protocol converters are constructed in an ad
hoc manners [29, 30, 31, 32]. However, both economic and technical consideration demand simpler
and more reliable converters, which ad hoc converters cannot provide. To achieve the goal, formal
methods for protocol conversion are needed. The objective of the research is to develop formal
methods for constructing protocol converters so that the converters are free of deadlock, unexpected
reception, improper termination and channel overflow.

2.1.2 Conformance Testing

When a formal Description Technique (FDT) is used to formally specify a communication protocol,
and if the corresponding translator of the FDT can generate the error-free machine executable code
for the protocol, then protocol testing is no longer required. Unfortunately, an implementation of the
protocol always consists of two parts, the machine independent part and the machine-dependent part.
Although the machine-independent part can be mechanically translated into machine executable
code, the machine-dependent part must be manually encoded by protocol implementors. As a result,
errors may be introduced into the implementation. Conformance testing is thus needed to make sure
that the implementation conforms to its specification. For conducting conformance testing, a set of
test sequences, called a test suite, must be generated. Our research objectives are (1) to develop a
test architecture that integrates design and testing process into a single development environment
so that the generation of test sequences can be facilitated, and (2) to develop procedures that can
generate test sequences from the protocol specification.




2.1.3 Multimedia Protocols

To make multimedia applications a reality in the near future, two important problems need to be
solved first: how to provide timely transmission of multimedia data over networks, specifically, local
area networks and how to present multimedia data as a whole to end users. Traditional local area
networks are not quite suitable for transmission of multimedia data. Multimedia data integrate video,
voice, image and text, which may have stringent delay requirement. However, traditional local area
networks are designed to handle regular data which are bursty in nature but allow variable delay. If
multimedia data are transmitted in local area networks using existing protocols, the time-critical data
will have to compete with regular data and will suffer intolerable delay. In addition, even if timely
transmission of multimedia data can be provided, there is another problem of media synchronization.
Since different kinds of multimedia data, such as video and voice, have different characteristics and
requirements, they must be transmitted through networks in several media streams. These data,
however, must be presented as a whole to end users at receiving ends. Since these different media
streams may experience different network jitter and data loss during transmission, schemes are needed
to resolve the problems in order to achieve synchronous presentation of data in various multimedia
streams at the destinations.. ’

- 2.1.4 High-Speed Packet Switches

The recent rapid development in integrated broadband networks has been driven by the push from
new applications and the pull from the advance of new technologies. To realize integrated broadband
networks, new switching technologies to support a variety of communication services with a wide
range of data rates are essential. Mainly due to its flexibility, fast packet switching has emerged as
the most appropriate switching techniques for integrated broadband networks. One great challenge
is the design of packet switching fabrics that can switch packets at speeds several orders of magnitude
higher than that of the current packet switches. Although there is no general consensus of what the
switching fabrics for the future networks should be, most of the recent proposals in the literature
have been based on a switching principle that employs (a) high degree of parallelism (b) distributed
control, and (c) hardwired routing. However, to be deployed on a large scale, switching fabrics should
also be fault-tolerant and congestion-free, in addition to the three requirements mentioned above.
Our first objective in this research is to propose new high-speed switching fabrics that can satisfy
the above requirements. In addition, the existing analytical models is not adequate to evaluate the
performance of high-speed switching fabrics under nonuniform traffic patterns. Our second objective
in this research is to address the formulation, mathematical modeling, and performance evaluation

for high-speed switching fabrics.

2.1.5 Distributed Control

In this area, our research focuses on two topics. The first topic is related to distributed rule moni-
toring in distributed active databases. Production rules provide an unifying mechanism for several




traditional features in database management systems and for new functionalities sought after by
potential database applications. With integrated production rules, a database is transformed from
traditionally passive to active such that the database will take predefined actions without user inter-
vention when the database moves into certain states. Processing every rule upon every update in the
system places a tremendous performance requirement on the success of active databases. However,
the availability of multiple sites in a distributed database offers an opportunity to process rules in
parallel. In addition, the features offered by production rules are desirable to distributed databases
as well. The main objective of this research is to investigate the problem of monitoring rules in a
distributed active database such that rules can be successfully integrated into distributed databases.

The other topic is related to the scheduling policies of distributed operating systems. Recently,
workstation-based distributed systems have increasingly replaced large, multiuser, stand-alone com-
puters. Distributed scheduling can be used to coordinate several inexpensive workstations so that
their combined computing power is able to compete with that of an expensive centralized computer.
When a scheduler finds that a remote processor is a better execution site for some jobs than the local
processor, it transfers the job to the remote processor. While transferring jobs from overloaded to
underloaded nodes in a distributed system can potentially improve performance, the characteristics
of job vary enormously, and not all jobs are equally advantageous to transfer. To maximize perfor-
mance, the jobs to be transferred must be selected carefully. Thus, a good selection policy is very
important. However, little research has addressed this issue. Devising such a policy is particularly
challenging because deciding the suitability of transferring a job implies predicting the resource re-
quirements of the job before it is actually executed, which is a very difficult task. Our objective in
this direction is to propose an intelligent job selection policy that can takes both the characteristics
of the job and the current system environment into account, and that can adapt to changing job
characteristics and environments.

2.2 Summary of Results
2.2.1 Protocol Conversion

Our contribution to this part of the research can be classified into the conversion specification ap-
proach and the service specification approach. The former uses conversion specifications which
describe the mapping of transition sequences between two protocols and the latter uses service spec-
ifications which describe the required services offered by the final composite protocol.

For the conversion specification approach, two transformation procedures [1] are proposed that
transform the protocol conversion problem into either the protocol validation problem or the protocol
synthesis problem, depending on whether a gateway converter or an end-node converter is needed.
Then, the existing protocol synthesis algorithms and validation algorithms can be used to construct
a protocol converter for a given conversion specification. By transforming a protocol conversion
problem into a protocol validation or a synthesis problem, the method proposed can take advantage
of the transformation and use existing protocol validation or synthesis algorithms to construct a
protocol converter.




For the service specification approach, two algorithms [16, 9] are proposed to formally derive
a protocol converter from its service specification. The existing methods in the literature (33, 34]
consider only the safety property in deriving protocol converters from service specification. As a
result, they only guarantee that a subset of the required services is provided by the final composite
protocol. Consequently, an extra phase is needed to verify that the final protocol can indeed support
the whole service specification. The work proposed by us in [16] suggests the use of the system graph
to construct protocol converters such that the system graph can be used not only to derive a protocol
converter, but also to verify against the required service specification. Furthermore, a more elegant
solution, called Synchronization Transition Set approach [9], is later on proposed. This solution is
motivated by our observation that the main problems of the existing methods are, indeed, due to the
fact that the information of the protocol implementation was not taken into consideration during the
converter construction process. For a given service specification, there may be a number of different
implementations for a protocol, and since the goal of protocol conversion is to find a correct converter
for the existing protocol implementation, the information on the existing protocol specification must
be taken into consideration for the conversion to be correct. Based on this observation, a 5-step
protocol construction algorithm is proposed first to derive the conversion service requirement, and
then to compose the final converter using the information on the existing protocol implementation at a
later step. The converter so constructed has the three most desirable properties of a correct protocol
converter; namely, con_formity property, liveness property, and transparency property. Moreover,
the proposed algorithm does not need a validation phase at the end to ensure the correctness of the
converter as long as the protocols being converted are by themselves correct and the given conversion
service requirement and service specifications are also correct; i.e. free from deadlock and livelock. In
addition, the algorithm has the capability to handle the conversion between sequences of transitions
in different protocols. This capability is crucial when dealing with complex protocols in which the
semantics of sequences of transitions/messages is different from that of a simple concatenation of the
semantics of each original individual transition/message and the conversion can only be done in a
unit of sequence of transitions/messages.

Another major contribution of this part of the research is that a more efficient conversion model,
called compensation model, is proposed to replace the traditional intermediate converter model for
performing protocol conversion on multimedia networks [10]. Under this protocol compensation
model, the Synchronizing Transition Set algorithm, is extended and modified to accommodate the
high speed and high connectivity of the multimedia networks. The modified algorithm still retained
all the desirable strengths of the original algorithm. ‘

2.2.2 Conformance Testing

For test architecture, a computer-aided protocol design methodology based on a single representation
mechanism, the OPS5 production system [35], is proposed to formally model the specification, vali-
dation, implementation and test phases [14]. To provide for direct control and observation during the
test phase, the proposed architecture has (1) a single high level representation mechanism to be used
in both design phase and test phase; (2) a Test sequence Generator and state Monitor (TGM) that is
added to the local environment. By using a single representation mechanism approach, protocol test




sequence generation is formally represented in production rules by combining those related elements
in the formal protocol specification with additional elements used for controllability and observability
in the test process. With the improved observability, the state of the implementation can be directly
verified by checking the implementation state recorded after the application of a transition; with the
improved controllability, the status of the implementation can be set to the head state’s status of
the transition to be tested.

For test sequence generation, our contribution can be summarized into two major areas. The first
area is on the test procedures for protocol specified in Finite State Machine (FSM). The second area
is on the Extended Finite State Machine (EFSM) which is more effective than the FSM in describing
complex protocols. Our results in EFSM is important since there is little research done in this area.

For protocols specified in FSM, our major contribution is to improve the test coverage and
the length of test sequences based on the unique input/output (UIO) method [36]. UIO is the most
popular test sequence generation method for FSM. It has been improved to have better fault coverage
by the revised UIO method, called UIOv method [37]. However, the UIOv method always needs a
complete verification part. We propose a method that needs only a minimal verification part. Our
method [13] has the same applicability as the UIOv method. In addition, our method uses a simple
test on a given specification to decide whether a verification part is needed for detecting transfer
faults in the protocol implementation. Furthermore, if a verification part cannot be completely
omitted for detecting transfer faults, our method can generate a minimal number of input/output
sequences for a verification part. In addition, two new approaches [17] are proposed to generate
minimal length test sequences by using multiple UIOs and segment overlap. The first approach
does not verify the uniqueness of UIO sequences of states, but the second approach does. Among
test sequence minimization methods, the two approaches have the best applicability, and our second
method has the best fault coverage. '

In addition, a new approach, called Transition State Pair (TSP), is also developed for testing
protocols specified in FSM [21]. The TSP method has three advantages over the W method [38] and
the Wp method [39]. First, the TSP method can derive a test sequence not only for any minimal
and fully specified protocols but also for minimal and partial specified protocols. Second, the TSP
method uses less time to derive test sequences. Third, it derives shorter test sequences.

For EFSM, our main results are to propose an axiomatic approach for generating test sequences.
To construct test sequences for EFSM, one must have a way to trace the changes and dependencies
of the data items. A technique used in program proving, called axiomatic semantics [40], is found
to be useful tool for serving such a purpose. Axiomatic semantics provides a set of axioms that
describes the general rules of how the status of a program, called assertions, is changed before and
after a statement. Depending on how the axioms are written, one can monitor different properties
of a program and use the properties for different purposes. It is found that one can design the axiom
in such a way that after a program is evaluated, the resulting assertion contains a test sequence.
Based on this idea, a test procedure is proposed [15]. An improved version that simplifies the axioms,
“assertions, and the algorithms s also proposed [5] so that the axiomatic approach can be easily applied
to any statement set. To extend the power of the approach, a method that takes in a requirement
as a guide to generate test sequences for checking requirement conformity is proposed [23]. Most of




the test sequence generation methods check transfer errors which are syntactic in nature. By using
the requirements, semantic can be introduced into conformity testing. This enables test sequences
to be generated with meaningful test purposes.

In addition, since methods of generating test sequences for testing EFSM focus mainly on the data
flow aspect of a specification, the control aspect of the specification is ignored. In order to enhance
the power of test sequences for EFSM, a method, called effective domain for testing, is proposed
[27] to introduce UIO check sequences into the testing of the data flow of a protocol specification
modeled by EFSM. By using the concept of effective domain, one can reduce the overall length of
test sequences needed for checking both control flow and data flow.

Furthermore, a more flexible method is also proposed [18] for generating test sequences for a
given fault model. Currently, most of the test generation procedures appearing in the literature
generate test sequences to detect a specific type of errors, called a fault model. Since a test method
is designed for a fixed fault model, the ability of detecting errors in the implementation is limited.
To detect other types of faults, a procedure that can generate test sequences based on a given fault
model is proposed. This method has also been extended [20] to generating test sequences for protocol
specification written in the Estelle [41] which is an ISO standard specification language.

To take advantage of the availability of the existing validation software, a method is also proposed
[28] to transform the problem of test sequences generation based on a fault model to a protocol
validation problem. Protocol validation is used to determine whether a protocol specification is
correct. This area has been studied for years, and many validation tools can be used to generate
test sequences. By doing so, we can use these validation tools for the purpose of test sequences
generation.

2.2.3 Maultimedia Protocols

Our contributions include two parts. First two priority schemes are introduced into local area
networks [25]. They are bus-time multiplexing priority scheme and station multiplexing scheme.
Second, a multimedia synchronization protocol is proposed [24] to cope with different delay jitter
and loss rate in several media streams. It is in charge of ensuring that the data sent in different
media streams at the same time will also arrive at the destinations at about the same time within
an acceptable tolerance.

To provide timely delivery of multimedia data in traditional local area networks, two level of
priorities, high priority (for multimedia or real-time traffic) and low priority (for regular data), are
introduced for data transmission [25). Since traditional local area networks do not support any
priority scheme, we propose two priority schemes for implementation in them. The basic idea behind
these schemes is to let the stations wishing to transmit multimedia data inform other stations to
withhold from transmitting any regular data. Simulation results show that by incorporating these
priority schemes into local area networks, response time for multimedia traffic is improved and packets
discarding possibilities for multimedia data packets are reduced.




The multimedia synchronization protocol we proposed [24] serves as an interface between the
underlying ATM network and the multimedia applications. It consist of two entities, the marker,
which insert some control cells, called sync cells, into the media streams to mark the places where
data should be synchronized, and the synchronizer, which recognizes the control cells and align the
data delivery in different media streams. To cope with the loss of sync cell, three policies, drop-old,
transmit-old ‘and delayed-transmit, are considered for implementation within the synchronization
protocol. For these three policies, the translation from the quality of service (QOS) specified by the
multimedia applications into the QOS for the ATM network has been analyzed. According to these
analysis, it can be deduced that the drop-old policy is more demanding on network cell loss rate.
However, the drop-old policy is less restrictive on network delay requirement. The delayed-transmit
policy imposes stronger demand on network delay, but it allows a smaller portion of cells to be
received correctly in that delay period. In addition, it requires a smaller buffer size.

2.2.4 High-Speed Packet Switches

Our main contributions include two parts. First, a new indirect star-type network, called the u-
star network [6], is proposed. The p-star network is an indirect star network. It is obtained by
an unfolding scheme applied to the star graph based on its recursive property. Being a star-type
network, the proposed p-star network inherits all the good properties from the star graph. The star
graph has a smaller degree and diameter than the well-known n-cube, and can be an alternative to
the n-cube for systems with a large number of nodes. It also is symmetric, highly modular, strongly
hierarchical, and maximally fault-tolerant {42, 43, 44, 45], like n-cube type network. Because of its
symmetry, the star graph is easily extensible and can be decomposed in many different ways. Its
routing algorithm is also very simple. The star graph is Hamiltonian. Efficient sorting algorithms, a
collection of application algorithms and a parallel algorithm for computing fast Fourier transforms
on the star graph are available [46, 47, 48, 49).

The p-star network is modular. Therefore, a large p-star network can be built from smaller
ones. The performance of the p-star network has been analyzed under the uniform traffic model and
shown to be almost identical to that of the indirect cube-type network based on (2 x 2) switches.
Its performance also shows that it is an improvement over previously proposed indirect star-type
networks [50]. The routing of the p-star network is simple and the routing decision can be made
locally within each of the switches in the network. The p-star network can be an alternative to the
indirect cube-type network when the network size is close to a factorial rather than a power of a
integer.

Our second contribution is to present a new, and more general analytic model [8] for the Knockout
Switch. The Knockout Switch is a nonblocking, high performance switch suitable for broadband
packet switching. It allows packet losses, but the probability of a packet loss can be kept extremely
small in a cost-effective way. The performance of the Knockout Switch was analyzed under uniform
traffic [51], and it shows that the Knockout Switch does have extremely low packet loss probabilities
under uniform traffic. In this part of research, we proposed a more general analytical model to
analyze the lost packet probabilities and the effectiveness of the Knockout Switch under various
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nonuniform traffic patterns. This analytic model is an approximate Markov chain. It integrates the
effects of the concentrator and the shared buffer on the lost packet probability, and allows any traffic
patterns. :

The accuracy of the new analytic model is verified by comparing the numeric results obtained
from the new model to the known results for uniform traffic in [51]. This research shows that the
(1024 x 1024) Knockout Switch is stable under hot-spot traffic with the buffer size of 40 and the
threshold of 8, if the hot-spot load is limited to keep the lost packet probability < 1078, Once the
hot-spot load becomes higher than these cut-off points, the lost packet probability becomes higher
than 10~8. At this point, increased buffering and threshold do not help. We observed the same
phenomenon for smaller network sizes, too. This suggests the importance of regulating the hot-spot
load within the range not to overload the hot-spot to keep the Knockout Switch stable. Under
the mixed point-to-point /uniform traffic that has particular significance of mixed voice, data, and
video applications, the analytical result shows that the Knockout Switch is stable given sufficient
buffers. The research result also shows that Knockout Switch performs stably under two other
nonuniform traffic patterns, pattern I and pattern II. On the contrary, it has been shown in [62] that
the multistage packet switches, such as Banyan networks, significantly degrades their performance
under these traffic models. In addition, the research result shows that the buffer size needs to be
increased from 40 to 80 to keep the lost packet probabilities under 10~% under the point-to-point
traffic and traffic pattern L.

2.2.5 Distributed Cont_rol

In the area of distributed databases, our major contribution is that an integrated approach, including
a rule decomposition scheme, a distributed algorithm and a distributed evaluation algorithm, is used
for processing complicated rules in distributed active databases [12, 7, 22]. The decomposition
scheme uses a new relational operator, AND, to identify independent parts of a rule query and to
facilitate the distribution of subrules. The distribution of the subrules will adapt to the relation
distribution, which has not been investigated before. The distributed evaluation algorithm makes
use of the different types of nodes derived from the AND operator to collect and combine local
results to derive a consistent global rule evaluation result. A consistent global evaluation result
is difficult to achieve due to the distributed environment and has not been addressed previously
in distributed rule processing. The concept of simultaneous regions is applied to distributed rule
evaluation to achieve consistency and correctness. The performance analysis of the distributed
evaluation algorithm suggests that fatter trees are preferable to taller trees in terms of the response
time and the message count. '

In the area of distributed operating systems, we proposed an intelligent job selection policy
that learns the behavior of the wide variety of job types that make up the workload of a typical
distributed system [19]. A learning mechanism, called weight climbing, is used to gather knowledge
of how each type of job behaves. Based on this knowledge, our selection policy decides which
jobs can be advantageously transferred under the current conditions. Such a job scheduler has the
following advantages: first, the job transfer decision is made based not only on current conditions,
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but on detailed characteristics of the specific job being considered. Second, knowledge of these
characteristics is accurate, because it is acquired through continuing observation on the particular
system in which transfer is being considered. Third, whenever the system configuration or workload
changes, the scheduler can relearn the situation and adapt itself automatically. Our experimental
results show that our intelligent selection policy is able to learn job behavior quickly and to make
decisions accordingly. The performance of our policy is compared with that of the Threshold policy
[53]. The results show that, as our policy learns job behaviors, it is able to significantly improve
performance relative to the Threshold policy. The results also show that our policy automatically
adapts to system configuration or program behavior changes. The job selection policy we proposed
not only takes both the characteristics of the jobs and the current system environment into account,
but also adapts to changing job characteristics and environments. These features are provided with
negligible time and space overhead.
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Abstract

With the proliferation of different network architec-
tures, it has been recognized that protocol conversion
is needed for achieving the interoperability between
computer networks that implement different proto-
cols [1, 2, 3]. Since 1986, many protocol converter
construction algorithms based on formal models have
been proposed. In the meantime, it has been observed
by many researchers that algorithms based on service
specification have in general less complexity at the de-
sign stage. In this paper, a five-step algorithm is pro-
posed to formally derive a protocol converter from the
service specification: (1) Generate the Service System
Graph from the given service specifications; (2) Derive
the Conversion Service Specification from the service
system graph; (3) Generate the Synchronizing Transi-
tion Sets from the conversion service specification; (4)
Compose the converter using the synchronizing transi-
tion sets; and (5) Remove the remaining service transi-
tions to obtain the final Protocol Converter Specifica-
tion. The converter so constructed has the three most
desirable properties of a correct protocol converter;
namely, conformity property (also known as maximum
safety property), liveness property, and transparency
property. Moreover, unlike many other protocol con-
version algorithms, the proposed algorithm does not

1Research reported herein was supported by U.S. Army Re-
search Office, under contract Nos. DAAL03-91-G-0093 and
DAAO03-92-G-0184. The views, opinions, and/or findings con-
tained in this paper are those of the authors and should not

be construed as an official Department of the Army position,

policy or decision.

need a validation phase at the end to ensure the cor-
rectness of the converter as long as the protocols being
converted are by themselves correct and the given con-
version service requirement and service specifications
are also correct; i.e. free from deadlock and livelock.
The reason is that the proposed algorithm preserves
all the properties and functionalities of the original
protocols during the derivation of the converter. In
addition, it has the capability to handle the conversion
between sequences of transitions in different protocols.
This capability is crucial when dealing with complex
protocols in which the semantics of sequences of tran-
sitions/messages is different from that of a simple con-
catenation of the semantics of each original individ-
ual transition/message and the conversion can only
be done in a unit of sequence of transitions/messages.
For ease in specification and discussion, the formal
CFSM (Communication Finite State Machine) model
is adopted in this paper. Nevertheless, the same al-
gorithm can be easily extended to work effectively in
the Extended Finite State Machine (EFSM) model as
well [4].

Keywords: synchronizing transition set, protocol con-

version, protocol converter, protocol specification, ser-
vice specification

1 Introduction

With the development of a variety of networks in re-
cent years, internetworking between different networks
has become an important issue since users on differ-




ent networks need to communicate with each other.
Due to the so called protocol mismatches [1], proto-
col conversion has become a necessity for internet-
work communication in a heterogeneous network en-
vironment. In [1], Green analyzed different internet-
work architectures and situations in which conver-
sion has to be performed. Even in an ideal case in
which the convergence into worldwide standard pro-
tocols may reduce the need of conversion, it is still far
away from being practical, simply because of the high
cost and other reasons. In fact, recent development in
the worldwide ISDN (Integrated Services Digital Net-
work) adopts an evolutionary instead of a revolution-
ary approach; this trend further indicates the necessity
of protocol conversion. Consequently, the conversion
problem, arising from the need for constructing a con-
verter that provides interoperability between different
network protocols, has become an important design
issue in computer communication.

During the past decade, a number of conversion al-
gorithms have been proposed. Many of them construct
converters in an ad hoc manner [5, 6, 7, 8]. On the
other hand, following Green’s pioneering work in [1],
many algorithms based on formal models have also
been proposed. It is believed that to solve the proto-
col conversion problem efficiently and once for all, the
formal method is the right direction to follow. In this
paper, a five-step conversion algorithm based on the
CFSM (Communication Finite State Machine) model
is proposed to formally derive a protocol converter
from a service specification.

Among those formal methods proposed by differ-
ent researchers, there are in general two different ap-
proaches: Conversion Specification and Service Spec-
tfication. To derive a protocol converter, the con-
version specification approach takes directly as in-
put the original protocol specifications and the given
conversion specification, which is in a similar form
as the protocol specification, as illustrated in Fig. 1.
Essentially, the conversion specification either tells
how to translate the messages between protocols or
specifies the ordering of the given protocol transi-
tions to synchronize the execution of the given pro-
tocol entities. In other words, the conversion speci-
fication tells how to perform the protocol conversion
for the given protocols. The algorithms proposed in
(9, 10, 11, 12, 13, 14, 15, 16] belong to this category.

One of the shortcomings of the conversion specifica-
tion approach is that the implementation details are
involved at the early stage of design, thereby resulting
in a more complex algorithm. In addition, there is no

formal algorithm for generating the conversion specifi-
cation, which is usually obtained in an ad hoc manner.
This is a very serious drawback, especially for those
complex protocols whose conversion specifications are
hard to find in ad hoc ways.

On the other hand, the service specification ap-
proach, which has received more and more attention
in recent years, treats the implementation details as
unknown black bozes at the early stage of design; it
only depicts the final behavior of the overall protocol
system as a to-be-found converter from the viewpoint
of the protocol service users at the SAP (Service Ac-
cess Point). The service specification is specified in
terms of the Service Transitions to be executed at the
SAPs. Fig. 2 shows the high level concept of the ser-
vice specification approach. The algorithms proposed
in {17, 18, 19, 20, 21] belong to this category.

Due to its high level of abstraction, finding a correct
service specification at the protocol service user level
is easier and more practical than finding the conver-
sion specification in an ad hoc manner by examining
the implementation of the given protocols. However,
the difficulty of the service specification approach is,
in general, that the service specification by itself does
not tell directly how to perform the protocol conver-
sion. As a result, the information on how to perform
the conversion must be derived from the given service
specifications and requirement. Since the conversion
information derived is not specific, the resulting con-
verter may not be correct. Consequently, most of the
algorithms in this category require a validation phase
at the end to ensure the correctness of the protocol
converter constructed. This not only complicates the
construction procedure but also means that when the
validation fails, the procedure has failed to find a con-
verter for the given service specifications and require-
ment. Moreover, even when the validation phase may
pass, the converter so constructed often covers only a
subset of the properties and functionalities of the orig-
inal protocols {3, 21]. This drawback, as was observed,
is due to the fact that the information on the existing
protocol implementation was not taken into consider-
ation during the converter construction process.

Due to the fact that for a given service specification
there may be a number of different implementations of
a protocol (as illustrated in the example in Section 3
of this paper), and the goal of the protocol conversion
algorithm is to find a correct converter for the existing
protocol implementation, the information on the the
existing protocol specification (implementation) must
be taken into consideration for the conversion to be
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correct. In other words, the information contained in
the service specifications alone is not sufficient to de-
rive a correct converter, and different protocol imple-
mentations of the same service specification will result
in different protocol converter specifications.

In the above, it was claimed that the information
on the protocol implementation must be taken into
consideration in the protocol derivation procedure. It
was also mentioned that to take advantage of the
low-complexity in the service specification approach,
the implementation details should not be involved too
early in the derivation procedure. In this paper, a 5-
step protocol converter construction algorithm is pro-
posed first to derive the conversion service specifica-
tion from the given conversion service requirement,
and then to compose the final converter using the in-
formation on the existing protocol implementation at
a later step (Step 4). The algorithm will always find
a marimum converter that meets the requirement as

_specified in the conversion service requirement, and
the resulting converter also always has the three most
desirable properties of a correct protocol converter:
conformity property (also known as maximum safety
property), liveness property, and transparency prop-
erty. The conformity property means that the con-

otocol specifications
specification
r specification

Specification Approach

verter so constructed supports no more and no less
functions than the original protocols do. The liveness
property means that the converter is free from dead-
lock and livelock as long as the protocols being con-
verted and the conversion service requirement given
have the liveness property by themselves. The trans-
parency property means that the conversion algorithm
does not alter the protocol entities at the end node of
the composed protocol system and the conversion is
transparent to the end users.

Another important capability of the proposed algo-
rithm is that it is able to handle the conversion be-
tween sequences of transitions in different protocols.
This is a very encouraging result because the seman-
tics of a sequence of transitions/messages can be dif-
ferent from that of a simple concatenation of the se-
mantics of each original individual transition/message
for complex protocols, and because many of the exist-
ing conversion algorithms can only handle mapping
between single transition/message. In other words,
when simple one-to-one transition/message mapping
between protocols is not sufficient to derive a cor-
rect converter and the conversion can only be done
in a unit of sequence of transitions/messages, the pro-
posed algorithm can still derive a correct converter




Servicg Transition

Conversion Requirement in Service Spec

(Conversion Service Requirement)

R)

Service Trapsition

SAP
Pa| <= | pp Qa | = | Qb
Peer Transition Peer Transition

! SAP
l
\

Service Transition

~ Service Transition

A A
v ]
P
a Peer ¢ Peer Qb
Transition Transition

P, Py, Q, and @Qp: protocol specifications
Py, Q,: service specifications
R : Conversion Service Requirement
C: final converter specification

Figure 2: The Service Specification Approach

succeesfully. This capability of performing the con-
version between sequences of transitions in different
protocols is demonstrated in Example 2 (in Section 4)
of this paper.

The rest of the paper is organized as follows:
Section 2 describes the model and the specification
method used; Section 3 and Section 4 give examples to
describe the proposed algorithm, and discuss the ideas
behind each step of the algorithm and the strategies
that can be used to reduce the complexity. Section 5
provides a formal proof of correctness to show the rca-
sons why an extra validation step is not needed for the
algorithm. Finally, Section 6 concludes the paper. For
easy reference, an outline of the algorithm is provided
in Appendix.

2 Models

In this section the model and specification method
adopted are described and the protocol conversion
problem is formally defined in terms of the specifi-
cation method used.

A class of state-transition systems, called CFSMs
(Communication Finite State Machines), is adopted
for the protocol specification and service specification.
A protocol system consists of a set of CFSMs called
protocol entilies. Each protocol entity communicates
with the others through message passing. For sim-
plicity only 2-entity protocols are considered in this
paper. The model is shown in Fig. 3.

The communication channel between the entities
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Figure 3: A Protocol System in CFSM Model

can be either reliable or noisy. If the channel be-
tween protocol entities P, and P, is noisy, then the
given protocol P must be able to handle the noisy
situation. As far as the conversion is concerned, the
proposed algorithm covers both cases since the func-
tionalities of the original protocol are to be preserved.
In the model, however, a distinction is made be-
tween two kinds of transitions executed in the entities,
namely, Peer Transitions that support the interaction
between two peer protocol entities and Service Trans:-
tions that perform the interaction between a protocol
entity and its environment (e.g. the protocol service
users) through the SAP (Service Access Point). The
distinction is made because of the observation that
there are no service users on top of the final converter
as depicted in Fig. 2 and all the service transitions
generated during the construction process will be re-
moved from the final converter. Formally, a CFSM
protocol entity is defined as follows.

Definition 1. A CFSM Protocol Entity P,
is a six-tuple (g, X, A, 6, ¢, f), where:
1. ¢ is the set of states in P;.

2. ¥ is the finite set of service transitions
in P;.

3. X is the finite set of peer transitions in
P,

4. 6 is the transition function of P, which
maps ¢ X (EU A) into ¢; if ¢(s;,t) = s2,

where s, € ¢,50 € ¢, and t € (T U ),
sy is called the starting state of t and
5o is the ending state of t. Note that a
receive/read transition t, is said to be
executable, only when the current state
of P, is the starting state of {, and the
message 1o be received/read is already
in the incoming channel to P;.

5. ¢ is the initial state of Py.

6. f is the set of the final states in Pr.
Note that for a typical non-terminating
protocol, f usually has only one ele-
ment, ¢, which is the initial state of Py

For ease in discussion it is assumed in this paper
that all the protocol entities are deterministic finite
state machines, and that the protocol specification con-
sists of a set of CFSM protocol entities so defined.
The formal definition of the Service Specification can
be defined similarly as follows.

Definition 2. A CFSM Protocol Service
Specification Ps, (¢q,%,\,6,4,f), is a six-
tuple, where:

1. ¢ is the set of states in P,.

2. ¥ is the finite set of service transitions
in P,, which is the union of the service
transitions of all the protocol entities.




3. A is the finite set of peer transitions in
P, and it is an empty set.

4. § is the transition function of P, which
maps ¢ X ¥ into ¢; if ¢(s1,t) = so,
where s; € ¢,52 € ¢, and t € L, s
is called the starting state of t and s5 is
the ending state of t.

5. 7 is the initial state of P;.

6. f is the set of the final states in P;.
Again, for a typical non-stopping pro-
tocol, f usually has only one element, ¢,
which is the initial state of P;.

As illustrated in Fig. 3, the service specification de-
scribes how the protocol system functions from the
viewpoint of the service users. It does not specify how
the peer entities interact with each other. In terms
of the service specification, the Protocol Conversion
Problem is formally defined as follows.

Definition 3. Protocol Conversion Prob-
lem.

Given:

1. The CFSM protocol entities Py, Py, g4,
Qs and the CFSM service specifications
P, and Q,.

2. The Conversion Service Requirement,
R, which describes how the composed
protocol system should function. R is
specified in the same form as the CFSM
service specification and the transition
set of R is the union of the service tran-
sition sets of P, and Q3. i.e.

Ypr=%¥p U EQ‘,

Goal:

Obtain a converter, C, as illustrated in
Fig. 2. The converter is specified in the same
form as a CFSM protocol entity and its ser-
vice transition set is empty. In addition, C
must have the following properties for cor-
rectness.

1. Conformity Property: C should sup-
port no more and no less functions than
the original protocols do, and the final
protocol system with the constructed
converter must conform to the conver-
sion service requirement, R.

9. Liveness Property: C should be free
from deadlock and livelock if P, Q and
R are also free from deadlock and live-
lock.

3. Transparency Property: P, and @
must be preserved and can communi-
cate with each other through C.

Note that a more restricted definition of a correct
protocol converter is given with the requirement that
it must satisfy all the conformity, liveness and trans-
parency properties. It is believed that the converter is
useful only when these three properties are all met.
The next two sections (Sections 3 and Sections 4)
demonstrate how this goal can be achieved.

3 Converter Construgtion

In this section a simple example is used to demon-
strate how to apply the proposed five-step algorithm
to solve the protocol conversion problem defined in
Section 2. For ease in understanding, each step is
briefly described and then applied to the example to
sliow the result. Furthermore, as the algorithm is per-
formed step by step, the reasons and ideas behind each
step are also discussed. For easy reference, an outline
of the algorithm is provided in Appendix.

Before getting into the details of the algorithm, the
given protocols, P and Q, and the conversion ser-
vice requirement, R, are described below They are the
given conditions of the protocol conversion problem
defined in Definition 3 of Section 2.

The protocol P, as shown in Fig. 4, is an ABP (Al-
ternating Bit Protocol), in which, P, sends data DO
and D1 alternately to Py. For each data sent by P,,
an acknowledgement, A0 for DO and Al for D1 re-
spectively, is sent by P,. The protocol user at P,
executes IN to request sending of data and when data
arrives at the other end, P, executes OUT to pass the
data to the user at P,. The ABP is used in a noisy
channel: when data is garbled, it will be retransmit-
ted. Note that ”+” denotes the reception of a message
or acknowledgement and ”-” denotes the sending of a
message or acknowledgement. The sets of service and
peer transitions in P are as follows:

Yp, ={IN}

£p ={ OUT}
Ap, = { -DO, -D1, +A0, +A1 }
Ap, = { +D0, +D1, -A0, -A1 }




Figure 4: Exa.mble 1: The Given Protocol P
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On the other hand, the protocol Q, as shown in
Fig. 5, is a non-sequence protocol. Note that this
protocol is used in a reliable communication channel,
where garbling of data is not possible. As shown in
Fig. 5, for each data sent out by @Q,, an acknowledge-
ment, ack, is sent by @;. The user at @, initiates
the service transition REC to hand the data over to
Qa, and when the data arrives at @, it delivers the
data to the user at @ by executing DEL. The sets of
service and peer transitions in Q are as follows:

Lq. ={ REC}
o, = { DEL }
Ag, = { -data, +ack }
Ag, = { +data, -ack }

 The service specifications, P, and @, and the con-
version service requirement R are as shown in Fig. 6.
The goal in this example is to derive a converter which
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delivers messages from P, to Q3. For ease in discus-
sion, only one way of the traffic (from P, to Q) is
considered in this paper; the traffic in the other direc-
tion (from @, to P;) can be carried out in the same
way.

Note that in this example P is used in a noisy chan-
nel and Q in a reliable channel, and the information
on the channel characteristic is not contained in the
service specifications P, and @Q,. As a result, as men-
tioned in Section 1 of this paper, P and Q have the
same service specification but different implementa-
tions. Since the goal of protocol conversion is to de-
rive a converter for the existing implementations of P,
(ABP) and Q, (non-sequence protocol), one will not
be able to construct a correct converter for P and Q
if no consideration is made on how P, and @, are im-
plemented. This is why it was claimed earlier that the
implementation information must be.included in the
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derivation of the protocol converter. (Note that the
implementation information is needed at a later stage
of the construction process, but not at the first stage
of the service specification approach)

3.1 Step 1: Generate the Service Sys-
tem Graph G

In this step the service system graph, G, is generated
from the given P,, R and @, by a modified composite
operation, ®.

G =< nyRaQs >= P3®R®Qs
The operation ® is formally defined as follows..

Definition 4. Modified composition opera-
tion, ®, on three CFSM entities.

G =< P,,R,Q, >= P,QR®Q, is asix-tuple
(g,E,A,6,4,f), where

1. g is the set of states in G and

g = {[u, v, w]] u, v, w are states of P;,
R and @, respectively }

2. ¥ is the finite set of service transitions
in G and

Y =Xp, UZQ,

3. A is the finite set of peer transitions in
Gand A =& (A is emnty)

4. 6 is the transition fuuction of G and
6([u1 V’ w]‘ t) =

(a) [u’, v, w]ift € Zp, &t € Zp &

ép,(u, t) =’
(b) [u, v, w]ift € Zg, &t g Er &
bg,(w, t) =w

(¢) [u, v, wlift € Zp, &t € Erp &
Sp,(u, t) = u & bp(v, t) =V

(d) [u, v, w]ift € Zg, &t € Zr &
Sr(v,t) = v & bg,(w, t) = w’

(e) t is not executable at state [u, v,
w] in G if none of the above four
conditions is true.

.t is the initial state of G and i =
[ip,,iRr,iqQ,], where ip, ,ir and ig, are
the initial states of P,;, R and @Q,, re-
spectively.

6. f is the set of the final states in G and

f= {[fP.»fR!fQ.]} (: {[ip.,iR,‘iQ,]})

The service system graph G, constructed by the
modified composition operation, ®, describes how the
protocols P and Q work together as a composed proto-
col system to perform the functions requested by the
conversion service requirement R. Note that G does
not contain any peer transition and it describes the
behavior of the composed protocol system at the ser-
vice transition level (i.e., at SAP). The result of ap-
plying the modified composition operation ® to Py, R
and Q, in this example to obtain the service system
graph G is shown in Fig. 7.

The difference between the modified composition
operation ® and the usual composition operation de-
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Figure 7: The Service System Graph G of Example 1

fined in [3] is as follows: in the modified composition
operation ®, a transition t belonging to both P, and
R is executable in G only when both P, and R are
ready to execute it; i.e. both P, and R have to reach
the starting state of t for t to be executable in G. The
same is true for those transitions belonging to both R
and @),. Note that this difference is enforced by items
4.c and 4.d of Definition 4.

As shown in Fig. 7, at state [1, 2, 1], transition IN
to state {2, 2, 1] is not executable in G when using the
modified composition operation ®, since IN € ¥p, &
IN € ¥g and IN is not executable at state 2 of R,
even though IN is executable at state 1 of P,. On
the other hand, in the usual composition operation
defined in [3], the transition IN from state [, 2, 1] to
state [2, 2, 1] would have been allowed. The transition
sequence

pz = IN.OUT.IN.OUT.REC.DEL

would become a legal path in G, if the transition IN
from state [1, 2, 1] to state [2, 2, 1] were allowed in G.
It is easy to verify that the transition sequence p, does
not obey the rule specified in the conversion service
requirement, R, which essentially says that each IN

must be followed by one DEL in a legal path. To be
more specific, the projection of p; onto Lg, pz |zx (=
IN.IN.DEL), which has two INs and only one DEL,
is not accepted by R, and as a result p; should not
be a legal path of G. Therefore, items 4.c and 4.d of
Definition 4 are used to exclude from G the transition
IN from state [1, 2, 1] to state [2, 2, 1], thereby making
the transition sequence p, (which does not meet the
requirement R) an illegal path in G. Note that a legal
path of a CFSM in this paper is defined as a sequence
of transitions which starts and ends at the initial state.

One may argue that G could lose some functional-
ities from the original protocols if the transition IN
from state [1, 2, 1] to state [2, 2, 1] were not included.
The answer to this argument is that the capability
of executing the transition IN is not taken out from
G (hence no loss of functionality) after applying the
modified composition operation ® to Py, R and Q,.
The transition IN is indeed included at some other
starting states (state [1, 1, 1} and state {1, 1, 2] but
not state [1, 2, 1]) to make the final service system
graph G obey all the rules specified by P, R and Q;.
By going through G, it is clear that the legal paths
accepted by G are a mixture of the transitions in P,




and Q, in an order that follows the sequencing pre-
scribed by the conversion service requirement R and
the given service specifications P, and Q,. In short, G
describes how the protocols work together to provide
the service required, under the constraints of the given
conversion service requirement R.

3.2 Step 2: Derive the Conversion Ser-
vice Specification M

As mentioned earlier, the conversion service require-
ment R (hence also the derived service system graph
G) only describes how the final protocol system should
function and neither R nor G tells specifically how the
conversion should be performed. The information on
how to perform the conversion is, however, implied in
G, and the goal of this step is to derive this infor-
mation from G. Note that the conversion can happen
only between P, and Q,. To know how the conversion
can be done, the relationship between the transitions
in Py, and @, must be derived first. By projecting G
onto p, U Xg, one can derive a conversion service
specification M, which has ouly transitions of P, and
Q. and describes the necessary sequencing of the tran-
sitions in P, and Q, to provide the service required in
R;ie. M (= G |gpusg, ) describes how the service
transitions of P, and Q, interact to perform the ser-
vice requested in R. The projection operation, |, which
is the same as that defined in [3], is formally defined
as follows.

Definition 5. Project Operation, |.
M=G ]gpbugoa is a CFSM derived from G
by the following steps:

1. Change the transitions of G not belong-
ing to £p, U Eg, into null transitions.

2. Removing all null transitions using the
algorithm described in [22].

As a matter of fact, in this step the adaptor conver-
sion model is being adopted. The adaptor conversion
model is shown in Fig. 8, where the adaptor performs
the conversion by synchronizing the execution of the
service transitions of P, and @Q,; i.e. the conversion
service specification M specifies the proper (service)
transition sequence of the adaptor for the protocol sys-
tem to perform the functions requested by the require-
ment R. Note that M (hence also the adaptor) contains
only service transitions and all service transitions are
later to be removed from the final converter. In Step 5
of the algorithm when all the service transitions are

removed from the converter, Fig. 8 is eventually trans-
formed into the converter conversion model depicted
in Fig. 9.

The result of applying the projection operation to
the service system graph G obtained in Step 1 to de-
rive the conversion service specification M is shown in
Fig. 10 and Fig. 11. Part A of Fig. 10 shows the initial
projection of G onto £p, UXq, . The removal of states
involving null transitions is shown in parts B, Cand D
of Fig. 10 and Fig. 11. The resulting Fig. 11 shows
the Conversion Service Specification, M, obtained af-
ter the completion of the project operation.

Note that a state with only one null outgoing tran-
sition can be removed simply by changing the ending
states of all the incoming transitions into the ending
state of the null outgoing transition as shown in part
A to part B of Fig. 10, where state 4 is removed. Sim-
ilarly, a state with only one null incoming transition
can be removed simply by changing the starting states
of all the outgoing transitions into the starting state
of the null incoming transition as shown in part B to
part C and part C to part D of Fig. 10, where state
7 is removed in part C and state 2 is removed in part
D. Examining Fig. 11, it is obvious that the transition
sequence REC.OUT accepted by M is semantically in-
correct, since it means that J, can send out the data
to Qp before P, hands over the data received from
P, to Q.. However, by examining the given service
specifications P, and @, and the conversion service
requirement R, what they have specified are as fol-
lows:

P,: an IN must be followed by an OUT (IN
— OUT).

R: an IN must be followed by a DEL (IN —
DEL).

Q,: a REC must be followed by a DEL (REC
— DEL).

Note that M is a projection of G and REC.OUT is just
a sub-sequence of transitions of some legal paths of G.
The transition sequence REC.OUT does not violate
the rules as long as an IN was executed earlier and
a DEL is executed later in the original legal paths of
G (e.g. IN.REC.OUT.DEL). The given specifications
do not specify specifically what the correct ordering of
OUT and REC should be, and the ordering of OUT
and REC is left to be determined by the implemen-
tation of the converter from the service users’ view-
point. Therefore, this further shows the validity of
the claim made earlier that the information from ser-
vice specification alone is not sufficient to derive the
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correct protocol converter and the information from
the implementation must be included. Nevertheless,
M tells us that the transitions OUT and REC need to
be synchronized and this is what the next step of the
algorithm is for.

3.3 Step 3: Generate the Synchroniz-
ing Transition Sets

The goal of this step is to derive the synchronizing
transition sets from the conversion service specifica-
tion M obtained in Step 2. A synchronizing transition
set contains the transitions which must be executed
together (in both P, and Q) for the protocol system
to correctly perform the conversion as requested by the
service requirement R. For ease in discussion, the tran-
sitions in a synchronizing transition set is called the
synchronizing transitions. Essentially, the idea befind
this step is to identify the aforementioned synchroniz-
ing transitions and make them executed together such
that the other transitions before and after them in
both protocol entities P, and @, can be executed syn-
chronously. Fig. 12, in which t; and ¢, are members of
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a synchronizing transition set, demonstrates how the
synchronizing transitions t; and tx synchronize the ex-
ecution of the transitions in protocol entities Py and
Qa.

As shown in Fig. 12, when P, and @, are forced to
execute t; and ¢ at the same time, all the transitions
tm’s that are executable only after ¢; in P, should
not be executed before t; in @, is executed. For the
same reason, the execution of the transitions {,’s in
Q. (which are executable only after t;) is synchronized
with that of ¢; in Py. Consequently, the execution of
the transitions ¢,’s (t,’s) is synchronized with that of
tn’s (ty’s) which belong to a different entity. Note
that t,,, tn, ty and t, are as shown in Fig. 12.

The complete formal procedure to generate the syn-
chronizing transition sets is given in Appendix of the
paper. In this sub-section, the essential steps for the
generation of the synchronizing transition sets from M
is briefly described: first, all the legal paths p;’s of M
are generated, where a legal path of M is a sequence of
service transitions which starts from the initial state
of M and ends also at the initial state; if any two
paths, p; and p;, are two different permutations of
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each other (i.e. different ordering of the same tran-
sitions), a synchronizing transition set Sj containing
all the transitions of p; (p;) is then created; repeat
the process until all possible p; and Si’s are found
(1.e. each possible ordering of the transitions in Xy is
covered by at least one p;). Note that for two paths
pi and p; to be different permutations of each other,
they must have the same length and contain exactly
the same transitions; e.g. if p; contains 4 ¢;’s and 3
ty’s, p; must contain the same numbers of ¢;’s and
to’s, where 1; and {5 are different transitions.

The application of this procedure to the example is
given as follows. Note that the aforementioned syn-
chronizing transition set is formally defined in Ap-
pendix. The legal paths of M are generated as follows:

1. p; = (OUT.REC)*
2. p» = (REC.OUT)*
3. ps = REC.(REC.OUT)*.OUT

The transition sets for each path respectively are as
follows:

1. Ty = { REC, OUT }
2. Ty = { REC, OUT }
3. T3 = { REC, OUT }

Following the definition of a synchronizing transi-
tion set given in Appendix, it is clear that T} (T2) is a
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synchronizing transition set since 71 and T3 are equal
sets, and p; and p, are different permutations of each
other. Thus, the synchronizing transition set S can
be identified as follows:

{ REC, OUT }

Since p; and pa cover all the possible ordering (either
an OUT before a REC or the reverse) of all the tran-
sitions in Lps (REC and OUT), there is no need to
proceed further; i.e. there is no need to check on T3.
Note that in this example, T3 happens to be the same
synchronizing transition set as well. In addition, it is
not true that every transition set found in this step is
always a synchronizing transition set. The transition
set T} obtained in the example in Section 4 is not a
synchronizing transition set.

One may argue that it is so trivial that REC and
OUT should be synchronized and this step of the algo-
rithm is redundant. This may ne true for this particu-
lar example, in which there is only one service transi-
tion in each of P, and @, (hence only 2 different tran-
sitions in M); therefore, there is at most one synchro-
nizing transition set, and these 2 transitions are both
in the synchronizing transition set. However, in situ-
ations in which there are more service transitions in
M (for complex protocols), finding the synchronizing
transition set is not always trivial, and a formal pro-
cedure to generate the synchronizing transition sets is
needed, as given in Appendix. An example to illus-
trate this situation is shown in Section 4.




3.4 Step 4: Compose the Converter
Using the Coordinated Composi-
tion Operation

In this step the coordinated composition operation, ®,
is used to derive the converter, using the synchronizing
transition sets obtained in Step 3 as the synchronizing
mechanism. This is also the step in which information
from the protocol implementation is involved in the
construction of the converter. The idea of this step is
to let protocol entities P, and @, execute concurrently
and coordinatedly. As depicted in Fig. 12, when the
coordinated composition operation, ®, is applied to
the protocol specifications of P, and Qq, protocol en-
tities P, and @, are forced to execute the transitions
in synchronizing transition sets together and the co-
ordination/synchronization between transitions in P,
and @, is achieved.

In this example, there is only one synchronizing
transition set Sy. For ease in discussion, a new tran-
sition V; for S is created, such that the execution of
V1 in both Py and @, means the execution of all the
transitions in S; (i.e. REC and OUT) at the same
time. That is, V} is to be incorporated into the con-
verter by the ® operation. The new transition V) is
called the virtual atomic transition, and the following
can be established:

virtual atomic transition V; with
S = { REC, OUT }
and
converter C = P, © Q,

The operation @ is defined as follows.

Definition 6.
Operation @.
The converter C = P, ® Qq, with the vir-
tual atomic transition V; and the correspond-
ing synchronizing transition set S; obtained
in Step 3, where i = 1, 2, ..., is a six-tuple
(¢,Z,A,6,1,f), where

Coordinated Composition

1. ¢ is the set of states in C and

g = {[u, v]] u, v are states of P, and
@, respectively }

2. ¥ is the finite set of service transitions

in C and
E=XSp UZg, u{allVi’s}

(The service transition set in C will be-
come empty when all the service and
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virtual atomic transitions are removed
from the final converter at the last step
of the algorithm in Section 3.5)

3. Xis the finite set of peer transitions and
A=Ap U ’\‘Qu
4. 6 is the transition function of C and
6([u, v], t) =
(a) [u’, v]ift € Ap, & 6p,(u, t) =’
(b) [u, v7ift € Ag, & bg, (v, t) =V
(c) [, v]ift € Ep, & t & any of the
Si’s & ép,(u, t) =’
(d) fu, v?)ift € Eg, & t ¢ any of the
Si’'s & bg (v, t) =V’

(e) [w «’]if tis a virtual atomic tran-
si 1, V, '
& (u, t') = u’, where t’ € Ep,
an €S

& g (v, v7) = v, where t” € g,
and t” € S;.
(In this example, t’ = OUT and t”
= REC)

(f) tis not executable at state [u, v] in
C if none of the above is true.

. 1 1s the initial state of C and : =
[ip,,iq.], where ip, and ig, are the ini-
tial states of P, and @,, respectively.

<t

6. f is the set of the final states in C and

f= {[be!an]} (: {[inviQa]})

The result of applying the ® operation to Py and Q4
to obtain the Converter C is shown in Fig. 13.

The & operation allows all the transitions in Py
and @, to execute concurrently in the sequence as
the original protocols prescribed, as long as the transi-
tions are not synchronizing transitions (i.e. transitions
which do not belong to a synchronizing transition set).
The synchronizing transitions in one entity have their
chance of execution when the peer entity is ready to
execute the corresponding synchronizing transitions in
the same synchronizing transition set. In other words,
one entity must wait for its peer to execute together
the synchronizing transitions in a synchronizing tran-
sition set. Note that a synchronizing transition set
always contains transitions from both peer entities.
As show: in Fig. 13, at state [1, 1}, @, must wait
for Py to get to state 2 before executing REC (V;);
ie. at state [2, 1] of C, Py (in state 2) is ready to
execute OUT and @, (in state 1) is ready to execute
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Figure 13: The Converter C

REC, and both OUT and REC belong to the synchro-
nizing transition set S;. The waiting, however, does
not change the ordering of the transition executions
as prescribed in the original P, and @,. In addition,
none of the transitions is thrown away by the © oper-
ation. As a result, the properties and functionalities
of the original protocols are preserved.

3.5 Step 5: Remove the remaining ser-
vice transitions

This is the final step to derive the protocol converter.
The converter obtained in Step 4 contains both service
and virtual atomic transitions. Recall that there are
no service users on top of the converter; therefore, all
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the service transitions must be changed to null transi-
tions and then removed from the final converter using
the algorithm described in [22]. Moreover, in this ex-
ample, the virtual atomic transition Vi must also be
removed since the execution of V; means the execu-
tion of service transitions only, i.e. OUT and REC.
The resulting final converter specification is shown in
Fig. 14. Note that the same technique described in
Section 3.2 can be used to remove the null transitions
(which are service transitions and virtual atomic tran-
sitions in this example). '

To conclude this example, let us see what has been
achieved during the construction. Notice that the be-
havior of either P, or Q4 has not been changed. In-
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Figure 14: The Final Converter of Example 1

stead, the execution order of the transitions between
P, and @, has been forced in accordance with the
conversion service requirement, R (hence also M). All
transition sequences accepted by Py ((4) are also ac-
cepted by the converter and vice versa (in terms of
the projection of the legal paths of the final converter
specification) while the service transitions are consid-
ered null transitions in the converter. Therefore, the
properties and functionalities of the original protocols
are preserved and the three properties for correctness
are satisfied with no need for an additional validation
phase.

4 A More Complex Example

In this section, a more complex example is presented
to demonstrate that finding the synchronizing transi-
tion sets is not always trivial and a formal procedure
in Step 3 of the proposed algorithm is needed. Also
presented in this section are some strategies that can
be used to reduce the complexity in Step 3 and Step 4
of the algorithm. Moreover, the synchronizing transi-
tion set in this example has more than 2 transitions;
therefore, the virtual atomic transition must be ex-
panded into a sequence of peer transitions at the last
step (Step 5) of the converter construction process in-
stead of just removing it.

Fig. 15 shows the given protocol specifications of P
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and Q, in which the service transitions are labeled in
capital letters. Protocol P is a simplified flow control
protocol. Before sending each data from P, to P, a
reservation needs to be confirmed. If P, has no space
available to receive data, it can send a choke message
to P, to stop the sending. Protocol Q is a simple non-
sequence protocol as in the previous example. The
service specifications, Ps, Qs, and the conversion re-
quirement R are as shown in Fig. 16.

The result of applying the ® and | operations to Ps,
R and Q, to obtain the conversion service specification
M at Step 2 of the algorithm is shown in Fig. 17.

Following the procedure outlined in Appendix for
Step 3, a legal path can be obtained as follows:

71 = REQ.FULL
(and the transition set Ty = {REQ, FULL})

where p; contains transitions from P, only, which
means that the transitions (REQ and FULL) in p;
have nothing to do with the synchronization between
protocols P and Q; thus, REQ and FULL can be re-
moved from M. The simplified M is shown in Fig. 18,
where states [2, 2, 1] and [3, 2, 2] are removed. Note
that, as M becomes smaller, so does the complexity of
this step (Step 3) in the generation of synchronizing
transition sets. For the same reason and from the fact
that there are no service users on top of the converter,
REQ and FULL can also be removed from the original
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protocol specification Py in Fig. 15 (before composi-
tion of the final converter at Step 4). The simplified
P, is shown in Fig. 19, where REQ and FULL are re-
moved from P, and only service transitions OK and
OUT remain in P, (as the synchronizing mechanism)
for the next step (Step 4) of the algorithm. With the
simplified protocol specification of P, as an operand
of the coordinated composition operation ®, the com-
plexity of Step 4 can also be reduced.

Following through the procedure in Step 3 of Ap-
pendix, a synchronizing transition set S; = {OK,
OUT, REC} is obtained. Note that in S;, OK and
OUT belong to P, and REC belongs to Q4. This
means one service transition of @,, REC, must be
synchronized with two service transitions of Py, OK
and OQUT. Thus, a virtual atomic transition V; for S
can be created. The meaning of the execution of V; in
this example is quite different from that in Example 1,
since, by definition, the execution of V; (in this exam-
ple) means execution of more than just one transition
from each peer protocol entity (OK and OUT in P,
and REC in Q,). Following the protocol specification
of P, in Fig. 19, it is easy to see that a sequence of
transitions that execute both OK and OUT from P,
is:

pp, = OK.-conf.+data.OUT

In other words, to execute both OK and OUT together
with REC in Q,, a sequence of transitions pp, must
be executed atomically. To be more specific, the ex-

Qb:

+ms -ack

DEL

ocols P and Q of Example 2

ecution of V; means the execution of both pp, in P
and REC in Q. atomically. Thus, the meaning of the
execution of a virtual atomic transition is extended
(to cover the execution of a sequence of transitions),
and the definition of the coordinated composition op-
eration © can be refined accordingly as follows:

Definition 7. Refined Coordinated Compo-
sition Operation ©.

The converter C = P, ® @4, with the virtual
atomic transition V;, the corresponding syn-
chronizing transition set S; and a legal path
pi (from the conversion service specification
M) obtained in Step 3, where i = 1,2, ..., is
a six-tuple (¢, %, A, 8, i,f), where:

1. ¢ is the set of states in C and

q = {{u, v]| u, v are states of P, and
Qa, respectively }

2. ¥ is the finite set of service transitions

in C and
L =Xp UZq, U{all Vi’s}

(Again, the service transition set X will
become empty at the last step (Step 5))

3. Xis the finite set of peer transitions and
A=Ap U ’\Qa

4. § is the transition function of C and

8([u, v], t) =
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(a) [W,v]ift €Ap, & bp,(u, t) =’

(b) [ll, V’] if t € AQ“ & 5Q‘ (v, t) = v’

(c) [u,v]ift € Ep, & t & any of the
Si's & ¢5pb(u, t) =u’

(d) [u, v]ift € Eg, & t ¢ any of the
Si’s & 6Q'(V. t) = v’

(e) [u’, v]if tis a virtual atomic tran-
sition, V;,
& 6p(u, pp,) = u’, where ép,
means applying ép, to a sequence
of transitions and pp, is a legal se-
quence of transitions in Py, which
starts and ends with service tran-
sitions that are members of S; and
PPy lzpbzpf IEP.
& 65, (v, PQ.,) = v, where 65,
means applying 8q, to a sequence
of transitions and pq, is a legal se-
quence of transitions in @4, which
starts and ends with service tran-
sitions that are members of & d
PQ. lsq, = Pilzq,
(pp, = OK.-conf.+data.OQUT
and pg, = REC for V} in Exam-
ple 2)
Note that a legal sequence of tran-
sitions of a CFSM is a sub-sequence
of a legal path of the CFSM.

(f) tis not executable at state [u, v] in
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irement and the Service Specifications

C if none of the above conditions is
true.

5. ¢ is the initial state of C and ¢ =
(ip,.ig.], where ip, and ig, are the ini-
tial states of Py and Qq, respectively.

G. f is the set of the final states in C and

f=AUr. fo} (= {lir.iq.ID)-

The result of applying the refined coordinated com-
position operation to protocol entities Py and Qg4 to
obtain the converter is shown in Fig. 20. Note that
the simplified protocol specification of Py in Fig. 19 is
used in this step to reduce the complexity.

In this example, a sequence of transitions from one
protocol entity is converted into a transition in an-
other. In other words, using the refined coordinated
composition operation defined above, it is possible to
perform the protocol conversion between sequences of
transitions in different protocols. This is a very en-
couraging result of the proposed algorithm since many
of the existing conversion algorithms can only han-
dle mapping between single transition/message (i.e.
one-to-one conversion in terms of either transitions or
messages), and the semantics of a sequence of transi-
tions/messages can be different from that of a simple
concatenation of the semantics of each original indi-
vidual transition/message for complex protocols. It
is our observation that a conversion algorithm capa-
ble of handling conversion between sequences of tran-
sitions is more powerful and practi--. when dealing
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Figure 18: The Simplified Conversion Service Speciﬁéation M of Example 2

with complex protocols. Moreover, note that the new
_ transition V; has become a wirtual atomic transition
in the sense that when V] is executed all transitions in
both pp, (a sequence of transitions) and pg, are exe-
cuted atomically. Also note that V;’s execution means
not only execution of service transitions but also some
peer transitions (-conf.+data). Therefore, V| must be
expanded to incorporate the peer transitions from pp,
in the final converter specification. The final converter
is shown in Fig. 21. Note that a dummy state, D, is
created for the expansion of the virtual atomic tran-
sition Vj.

5 Formal Proof of Correctness

In this section a formal proof is presented to show that
the proposed algorithm always constructs a converter
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that satisfys the three properties of a correct converter
as defined in Definition 3 of Section 2.

For the transparency property, it is easy to see that
the protocol entities at the end nodes (P, and Q)
of the composed protocol system are not altered dur-
ing the converter construction; therefore, the trans-
parency property is indeed satisfied. In addition, the
liveness and conformity properties are satisfied (with-
out the need of a validation phase) since all the prop-
erties and functionalities from the original protocol
entities are preserved during the derivation of the con-
verter. Intuitively, since all the properties and func-
tionalities are preserved and inherited by the con-
verter, it will have the same properties and perform
the same functions as the original protocols do. In
other words, it will inherit the liveness property if
the original protocols do have the liveness property.
Similarly, it will also inherit all the functionalities of
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Figure 19: The Simplified Proto

e +data a

col Specification P, of Example 2

Figure 20: The Converter wit

the original protocols and hence satisfy the conformity
property. Formally, the rest of this section shows a for-
mal proof of the following statement: the liveness and
conformity properties are preserved by the converter
and an additional validation phase is not required.

5.1 Liveness Property

As mentioned in Section 2, the liveness property of
a protocol converter means that the composed proto-
col system, P,;, C, and @, is deadlock/livelock free.
Formally, the liveness property between three protocol
entitles is defined in Definition 8 as follows.

Definition 8. Liveness property among
three protocol entities.

In a composed protocol system of P,, C and
Qs, where P, and @Q, are protocol entities at
the end nodes and C is the converter between
them, if it is deadlock/livelock free between

h Virtual Atomic Transition V)

P, and C and between C and @, the con-
verter C (also the composed protocol system)
is said to have the liveness property.

The goal of this subsection is to prove that the con-
verter constructed by the proposed algorithm does
have the liveness property, and the following definition
of a live converter will be used in the formal proof.

Definition 9. A live converter for protocol
P and Q.

A converter C is a live converter iff the fol-
lowing is true:

V a path v in C, where
66-([2'&, iQu]’-Y) = [u, v],
(i.e. v starts from the initial state [ip,, iQ,]
and ends at a state [u, v])
3 paths 7 of P, and w of @4 2
v |/\Pb: T I'\P,, & 6;%(1';’»17-) =u
and
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Figure 21: The Final Converter with Virtual Atomic Transition Expanded

Y g =W Iag, & 85, (ig,,w) =0

Note that a path in this paper is a transition
sequence which starts from the initial state
of the CFSM and [ip,, ig,] is the initial state
of C (ip, and ig, are the initial states of P,
and @Qg, respectively). é* means applying
§ to a sequence of transitions as defined in
Definition 7.

Next, it is shown in Lemma 1 that a live converter
has the liveness property if the original protocols P
and Q are deadlock/livelock free and in Lemma 2, the
converter constructed by the proposed algorithm is
proved to be a live converter.

Lemma 1. A live converter C has the live-
ness property if both P and Q have the live-
ness property.

Given:
1. P and Q are deadlock and livelock free.

2. C is a live converter.

Need to Prove:
It is contradictory to the given conditions if
C does not have the liveness property.

Proof:

= Assume C does not have the liveness
property

=—> Japathyof C>
when v is executed at C, the entities
C, P, and @5 reach a deadlock/livelock
state among them

—> Jpathsyof C,a of P,, Bof @y >
when v, a and [ are executed the
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entities C, P, and @, reach a dead-
lock/livelock state among them (either
between P, and C or between C and

Qs)

= (Since C is a live converter) 3 paths 7
of Py and w of Q,, where:

b IAP,,= T b\P,,

7 g = Irq,

5 when a, 7, w, # are executed at
P,, Py, Q. and @ respectively, dead-
lock/livelock is resulted between either
P, and P, or Q, and @y

— Either P or Q is not deadlock/livelock
free

= In contradiction to the given condition
1

In Lemma 2, the induction method on the length of
the transitions accepted by protocol entities is used to
prove that the converter C’ constructed at Step 4 is a
live converter. Note that the converter constructed at
Step 4 contains service transitions which are eventu-
ally removed at Step 5 of the algorithm.

Lemma 2. The converter C’ constructed at
Step 4 is a live converter; i.e.

V a path 4 of C’, where
(SE-([Z'P,,,‘I.Q“}, 7) = [ua 'U],

J paths 7 of Py and w of Q4 3
Y L\Pb: T |>\P,, & 6;’b(ipb’ T) =u
and
7 e =W Irg, & 65, (ig. . w)=v




Base:
It is true for v of length 0

2. Similarly, by Item 4.b of Defini-
tion 7, if t € Ag,:

Induction Hypothesis: — -t I'\Q? = _“"t xa. '

Assume it is true for all ¥’s of length up to (7:t I, is still equal to 7 |5, in

m this case)

Need to Prove: 3. .If't € E{ob then by Item 4.c of Def-

It is true for 4' of length m+1 inition 7: ,

Proof: — bci([u, v}, t) = [v, v} and
rook ép,(u, t) = o

= (From the induction hypothesis) — 8&(liry, 1@l vt) = [, 1]

and ép (ip,, Tt) = u

V 7 of length m, 3 paths 7 of P, and w

— 7. l/\Pb =7 !/\P,, =T |'\Pb

of
Y I/\P =T Iﬁa ‘—9’ t1.ta...4 7 I’\P" =T ],\P" .
b Qb B 4. Similarly, by Item 4.d of Defini-
_ ° _ tion 7, if t € g, :
¥ hhou = ha, = 51.82.5m, <
where 1, to, ... \l; € Ap,, and — 7t = @,

51, 82, ... \5n € AQ,;
85:(lip,, ig.)y v) = [u, v] and
(5}3&(1';:,,, ) = uand 65“(1'4)“, w) = v
(i.e. after execution of v, C' is at state
[u, v]; after 7, Py is at state u, and after
w, Q4 is at state v)

= Let ¥/ = +.t be a path of length m-+1
and t is executable at state [u, v] in con-

—=> For ¥/ = +. of length m+1, where

se(lirm, i@.], ) = [u”, V"],
3 paths 7/ of P, and w’ of Q4 3
¥ hn =7 g, & O, (ip, ) = 0"
and
7 e = @' o, & 85, (g, w') ="
Depending upon whether t is a peer or
service transition of Py, 7’ can be either

verter C”: r.t or 7 and u” can be either v’ or u.
By definition (Item 4 of Definition 7 The same is true for w’ and v”.
in Section 4), t can be either a virtual — It is true for path 4’ of length m+1.

atomic transition or a peer/service tran-
sition of P, or Q. If t is a virtual
atomic transition, it can be expanded
into a sequence of normal service/peer
transitions (i.e. into the p defined in
Item 4.e of Definition 7) without chang-
ing the behavior of C’. Thus, without
loss of generality, t only needs to be
considered as a normal transition of the
original protocol entities Py, /Qq:

1. If t € Ap,, then, by [tem 4.a of Def-

From Lemma 1 and Lemma 2, it is easy to see that
the converter ¢’ constructed at Step 4 has the live-
ness property if the original protocols P and Q have
the liveness property. Since there are no service users
on top of the converter, the service transitions in C’ do
not serve any functions. Therefore, removing the ser-
vice transitions from C’ to obtain the final converter
C at Step 5 does not change the functionalities and
properties of the converter. In other words, the final
converter does have the liveness property if both P
and Q have the liveness property.

inition 7:

— bcr([u, v], t) = [v/, v] and Theorem 1. The converter C constructed
ép,(u, t) = o by the proposed algorithm has the liveness

— b&:(lir,, iQ.), vt) = [, V] property if the original protocols P and Q
and ép, (ip,, 7t) = v have the liveness property.

— 7t s = (v |as, Proof:

)t = ittt = (7 ap, Trivial from Lemma 1 and Lemma 2 above.

).t = IT.t I’\Pb |

——>7.t Ap, = Tt Ap .

(in this case, 7.t bl)\gﬂ does 1ot 5.2 Conformity Property

change and it is still equal to For proof of the conformity property in this subsec-
W ag,) tion, the strategy is first to show that the converter
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constructed by the algorithm supports no more func-
tions than the original protocol entities Py and Q4 do,
and then to prove that it also supports no less func-
tions.

Lemma 3. A live converter C supports no
more functions than the original protocol en-
tities P, and @, do.

Proof:

= Since C is a live converter:

V a path 4 in C, 3 paths r of P, and w
of Q4 3
Y lAP,,: T |>\Pb & Y |/\Q.,: w |/\Qu
= The function supported by v |xp, is sup-
ported by 7 in P, and the function sup-
ported by ¥ |xg, is supported by w in
Qa

= The function supported by a legal path
of C can be supported by a legal path
of Py and a legal path of Q.

= ( supports no more functions than P;
and @, do

Since it has been proved in Section 5.1 that the con-
verter constructed by the algorithm is a live converter,
by Lemma 3 above, it is trivial to see that the con-
verter supports no more functions than the original
protocol entities P, and @, do. Thus, the following
Lemma has been proved:

Lemma 4. The converter C constructed
by the proposed algorithm supports no more
functions than the original protocol entities

Py and @, do.

Proof:
Trivial from Lemma 2 and Lemma 3.

Next, it is shown that the converter constructed
supports no less functions than the original protocol
entities P, and @, do. The following definition is used
in the proof.

Definition 10. A conforming converter for
protocol P and Q: '

A converter C is a conforming converter iff
the following is true:

Y a legal path 7 of P, (and w of Q,), 311
(and 3 y2) of C 3 '
T I/\sz ! |/\P,,
(and w |xg, =72 |ag,)

Note that a legal path is a path which ends
at the initial state of a protocol entity.

In Lemma 5 and Lemma 6 below, it is shown that a
conforming converter supports no less functions than
the original protocol entities do, and that the con-
verter constructed by the proposed algorithm is a con-
forming converter.

Lemma 5. A conforming converter C sup-
ports no less functions than the original pro-
tocol entities Py and @, do.

Proof:

= C is a conforming converter and by Def-
inition 10:

Y a legal path 7 of P, (and w of Qa), 3
1 (and 3 y2) of C 3
T |>\p,,= m I/\p,,
(and w |/\Q,, =72 |/\Q,,)

= The function supported by a legal path
7 in P, (w in Q) is supported by 711
{y2) in C

= The function supported by a legal path
7 (w) in Py (Q,) can be supported in C
by a legal path v1 (v2)

=—> C supports no less functions than P

(Qa) does.

Using the same method (induction method) as in
the proof of Lemma 2 it can be proved that the con-
verter constructed by the algorithm is indeed a con-
forming converter. '

Lemma 6. The converter C’ constructed in
Step 4 is a conforming converter.

Proof:

Since the proof is similar to that of Lemma 2
(i.e. the induction method), it is not re-
peated here.

From Lemma 4, Lemma 5 and Lemma 6, it is easy
to see that the converter so constructed supports no
more and no less functions than the original protocol
entities P, and Q, do. Thus, the following Theorem 2
is easily established.

Theorem 2. The converter constructed by
the proposed algorithm has the conformity

property.

23




As a result of Theorem 1 in Section 5.1 and Theo-
rem 2 in Section 5.2, it is clear now that the proposed
algorithm will always generate a converter with the
liveness and conformity properties without an addi-
tional validation phase, as claimed earlier.

6 Conclusion

The work presented here shows how to derive a correct
converter formally from the conversion service require-
ment and the service specifications given by the service
users, by using the operations, ®, | and ®. Follow-
ing the ordering of the transition execution sequences
described in the original protocol entities, the algo-
rithm uses the synchronizing traunsition sets and the
virtual atomic transitions as the synchronizing mech-
anism to derive a correct converter. The behavior of
the original protocols is inherited by the converter con-
structed and all the properties and functionalities are
preserved. This is the main reason why the proposed
5-step algorithm can satisfy the conformity property
of a correct converter without an additional validation
phase, which is required by many existing algorithms
based on the service specification approach.

The service specification approach is adopted in this
paper because it is, in general, easier to find a seman-
tically correct conversion service requirement than to
find a correct conversion specification in an ad hoc
manner by directly examining the implementation of
the given protocols. Therefore, the service specifi-
cation approach is more practical than the conver-
sion specification approach when dealing with complex
protocols.

The proposed algorithm always finds a converter
that satisfies the given conversion service requirement.
If the requirement given is semantically correct, so
is the converter constructed without a need for val-
idation phase, since the properties and functionalities
of the given conversion service requirement are inher-
ited by the converter. In addition, in Section 4 it is
demonstrated that the algorithm has the capability of
handling conversion between sequences of transitions
in different protocols. This capability is very crucial
when dealing with complex protocols in which the se-
mantics of sequences of transitions/messages is differ-
ent from that of a simple concatenation of the seman-
tics of each original individual transition/message. In
other words, in a situation where simple one-to-one
transition/message mapping between protocols is not
sufficient to derive a correct converter and the conver-

sion can only be done in a unit of sequence of tran-
sitions/messages, the proposed algorithm can still de-
rive a correct converter succeesfully.

The complexity of the proposed algorithm is at
worst exponential in time and space since the algo-
rithm of removing the null transitions in [22] is expo-
nential. However, the complexity can be reduced by
the method described in Section 3.2 (i.e. removal of
states with only one incoming or outgoing null transi-
tion). Areas of interest for future work include reduc-
ing the complexity at Step 3 of the algorithm. That is
to find a better way to derive the synchronizing tran-
sition sets from the conversion service specification M.
In addition, a formal method to derive the semanti-
cally correct conversion service requirement from the
service specifications is also useful.
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Appendix
Outline of the Algorithm

Step 1. Generate the Service System Graph G:

The service system graph is obtained by applying
the modified composition operation, ®, (defined
in Definition 4) to the given service specifications,
P, and @, and the conversion service requirement
R, where P,,Q, and R are as defined in Defi-
nition 3 (the Protocol Conversion Problem). In
short, G is obtained by

G=<P,,R,Qs >= P, ® R® Q,

Step 2. Derwe the Conversion Service Specification

M:
M is derived by applying the projection operation,
| (defined in Section 3.2}, to G as follows.

1‘[ = G iSP&U

LQ,

where ¥p, and g, are the service transition sets
of P, and Q,, respectively.

Stei: 3. Generate the Synchronizing Transilion Sets:

The synchronizing transition sets are generated
from the conversion service specification M ob-
tained in Step 2.

(a) Generate all legal paths of M, where a le-
gal path, p;, is a sequence of service transi-
tions that is accepted by M. In other words,
a legal path is a sequence of service tran-
sitions which starts from the initial state
of M and ends also at the initial state.
(Since M is . deterministic CFSM, the algo-
rithm described in [22] can be used to con-
vert the CFSM into a set of regular expres-
sions. From the regular expressions obtained
all the legal paths can be easily generated)
For each path generated, check if it con-
tains transitions from only one entity (i.e.
either from P or Q but not both). If so,
the transitions in the path have nothing to
do with synchronization between protocols
P and Q and can be removed from M and
from all the other paths already found. In
addition, these service transitions can also
be removed from the original protocol spec-
ification (P, and/or Q4) to reduce the com-
plexity at Step 4 of the proposed algorithm.
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This step stops when all the relative execu-
tion orders of the transitions in M are repre-
sented by at least one legal path generated.

(b) For each path, p;, generated in (a), create
a transition set, T;, whose members are the
transitions in the path.

T; = { t | t is a transition in p;}
(c) For each transition set generated in (b), use
the following definition to identify if it is a
synchronizing transition set Sy, where k is

an arbitrary number used to distinguish one
synchronizing transition set from another.

Definition Synchronizing Transi-
tion Set S:
A transition set T; is a synchroniz-
ing transition set if the following is
true:
3j£i3T =T;
& p; and p; are two different
permutation of each other.
Note that 7;, Tj, p; and p; are as gener-
ated in Step (a) and Step (b) above. The
synchronizing transition set, S, represents
a set of service transitions that must be syn-
chronized between protocols P and Q to per-
form the functions requested by conversion
service requirement R.

Step 4. Compose the Converter using the Synchro-

nizing Transition Sels:

For each synchronizing transition set S; found in
Step 3, create a virtual atomic transition V. Af-
ter all such Vi’s (from all S;’s obtained in (c)
above) are found, the converter specification is
then derived by applying the refined coordinated
composition operation, @, defined in Definition 7,
to the protocol specifications P, and @, and the
Vi’s created:

converter C = P, ® Qq

Step 5. Remove the service transilions:

From the converter specification C obtained at
Step 4, change all the service transitions into null
transitions and then use the algorithm described
in [22] to remove them from C. If a virtual atomic
transition introduced at Step 4 corresponds to
only some service transitions (as in Example 1),
it can also be removed immediately; otherwise, it
must be expanded into a sequence of peer transi-
tions (as in Example 2).
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Out of recently proposed high speed networks
suchas DQDB, FDDI, ATM, etc., various
issues have been examined to deternine the most
suitable type of backbone network for multimedia
networks[1]. At this point in tine, evaluations
are still inconclusive. As a result, different high
speed networks using different protocols will co-
exist in an integrated multinedia network in the
near future. Like the traditional heterogeneous
data networks, the inter-operability among the
interconnected heterogeneous high speed
networks will be the key to success for integrated
multimedia networks. On the other hand, unlike
the traditional heterogeneous data networks, a
simulation study presented in this paper shows
that, due to the special characteristics (e.g., high
speed and high connectivity) of these integrated
multimedia networks, the traditional protocol
conversion model will introduce long
transmission delays and render a network
. system useless. Thus, in addition to the
simulation study, efforts are made in this paper
to modify the previously proposed
Synchronizing Transition Set (STS)[2]
algorithm to accommodate the high speed and
high connectivity of a multimedia network. For
the modified algorithm, the protocol
compensation niodel is used instead of the
traditional intermediate converter model while
all the desirable strengths of the original STS
approach are retained.

Keywords : multimedia network,
simulation, protocol conversion, service
specification, synchronizing transition set

1. Introduction

In recent years, rapid advance in network technolo-
gies and transmission infrastructure, using optical fiber,
has resulted in an unprecedented telecommunication
exploration of integrated multimedia networks. Tech-
nologies in many computer science areas are being
explored to support the ever growing demands of
multimedia applications [3,4,5,6,7,8]. In the mean time, a
variety of high speed networks, such as ATM, FDDI,
and DQDB, which exhibit speeds in the range of
hundreds of Mbits/s and even Gbits /s, have been
proposed as the potential backbone networks for
supporting multimedia applications. So far, there is not
one network from the proposed lists which is superior
to all the others in all aspects. For example, as pointed
out in [1], to achieve better resource utilization, the
bandwidth allocation at a multiplexing point in an ATM
network is dynamic. This in turn facilitates support of
bursty traffic types of multimedia applications. On the
other hand, an FDDI network could be favored for non-
bursty transmission of voice and video packets due to
its guarantees of bounded access delay. Yet under light
traffic load, a DQDB network is favored for its low
access delays to asynchronous traffic. Moreover, the
FDDI network, which is based on token ring topology,

Research reported herein was supported by U.S. Army Research Office,
under contract No. DAAL03-92-(-0184. The views, opinions, and/or findings
contained in this paper are those of the authors and sﬂould not be construed
as an official Department of the Army position, policy or decision.
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is best suited for local area networks, while the DQDB
network, which has bus topology, has been adopted by
the IEEE 802.6 Working Group as a standard for
metropolitan area networks. On the other hand, ATM
networks are best suited for high-speed wide area
networks. Because different high speed networks pose
different limitations on the range of coverage, and
exhibit different characteristics (e.g., access delay,
bandwidth allocation), in the foreseeable future, diverse
multimedia applications will require co-existence of
various high speed networks in an integrated multi-
media network.

To achieve interoperability, many researchers have
started to study aspects of heterogeneous high speed
networks interconnections [9.10,11,12,13,14,15]. How-
ever, all the proposed solutions to date are ad-hoc
approaches which cannot be applied to high speed
network systems other than their original targets.
Consequently, they are expensive and limited. In this
paper, the previously proposed formal Synchronizing
Transition Set (STS) algorithm{2] is modified in an
attempt to solve the protocol conversion problem cost-
effectively in multimedia networks.

Nevertheless, protocol conversion in multimedia
networks will face more challenging issues than in
traditional data networks. For example, it has been
projected that a single multimedia network could be
used to connect every HDTV, video/audio phone, and
work-station in a wide area. Upon successful develop-
ment of a multimedia network, each household of the
covered area will be able to simply plug their HDTV
sets into the network to receive TV signals. Similarly,
after plugging in a video phone, video phone owners
will be able to reach others just by dialing the destina-
tion numbers. In this scenario, the number of nodes
connected in the multimedia networks is at least the
number of households in the covered area. As a result,
the connectivity (number of nodes) of a multimedia
network must be much higher thana traditional data
network. Therefore, in addition to high speed, high
connectivity becomes another dominant characteristic of
a multimedia network that must be considered in
protocol conversion. Consequently, the traditional
protocol conversion model (Fig. 1) is no longer feasible,
as shown in the simulation study presented in Section 2.
Thus, in contrast to the traditional conversion model, a
model that performs conversion at end nodes is pro-
posed in this paper. This category of conversion is
known as the protocol compensation approach.

In the remainder of this paper: Section 2 presents the
simulation results that demonstrate the inappropriate-
ness of the traditional conversion model in multimedia
networks; Section 3 describes the protocol compensation
model; in Section 4, an example from [2] is used to
demonstrate the modified STS algorithm step by step;
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Figure 1. Traditional conversion model

Section 5 presents a refinement of the algorithm for
reducing the complexity of converter composition at
step 4; and in Section 6, conclusions are presented.

2. Simulation

In this section, simulation results are presented to A
demonstrate that the message delays introduced by a
traditional intermediate node converter will make
multimedia network gateway a traffic bottleneck. The l

=]

model to be simulated is as shown in Fig. 1, in which
multiple nodes in one network share the same converter
gateway to communicate with multiple nodes in

another network. For ease of simulation, all sessions that
cross through the converter are assumed to have the

same characteristics.

In general, a Monochrome-Video has a window size
of 512 x 256 pixels. Assuming each pixel is represented
by one byte of data, a video frame would thus generate
128K bytes of data, which is 1 Mega-bits/per-frame.
For continuous playback of a video program, a rate of
approximately 30 frames per second is necessary.
Therefore, to support one continuous video playback
multimedia session, approximately 30 Mbps of band-
width is consumed. However, since it is unlikely that a
session would perform such costly operation all the
time, the actual probability p that a session has a video
frame ready for transmission at a given unit of time (ms
in the simulation) varies during the life time of the
session. The maximum value of this probability p is 0.03
(=30 frames / 1000 ms) for continuous video playback,
and it has lower value for other types of applications. In
the simulations presented, different values of p are used.
Note that, for the ease of simulation, when a value of p
is chosen for a simulation run, its value remains the




same during the run; also, all sessions during the run
will have the same value of p.

Currently, a typical high speed network can transmit
data in the range of a few hundred Mbits /s to some
Gbits/s. To match the high speed, very high throughput
processors must be used at converter gateways. Note
that even with the highest power processors, the
maximum converter throughput will be much lower
than the full bandwidth of the backbone network due to
the latency introduced by the message buffering and
conversion processing at converter gateways. In the
presented simulations, converters with different
throughputs in the range of 500 Mbits /s to 1.5 Gbits /s
are considered, and for the simplicity of simulations, the
propagation delay is ignored.

In short, the simulations are conducted as follows.
Frames ready to transmit at a source node will arrive at
a converter immediately. A converter delivers frames in
the order of their arrivals (as a FIFO queue). Ina unit of
time (1 ms), a converter can deliver at most an amount
of data (or a number of video frames) equal toits
maximum throughput; i.e. depending upon the maxi-
mum throughput of the converter and the number of
frames arrived, a converter may deliver only part of
them in a unit of time. If the remaining throughput at a
given unit of time is not enough to transmit a complete
frame, a partial frame can be delivered; the rest of the
partially delivered frame will have higher priority for
delivery in the next unit of time. Therefore, due to the
limited throughput of a converter, those frames that
cannot be delivered immediately are put into the
converter’s buffers. Again, for the sake of simplicity, it is
assumed that all converters have unlimited buffers such
that frames are never discarded at a converter. In such
model, the transmission delay of a frame is the period
between the time it arrives at a converter and the time it
leaves for its destination (note that, this is true only
because of the assumption of no propagation delays in
the simulations). During a simulation run, the transmis-
sion delay encountered by a frame is accumulated into a
total frame delay (in ms). This accumulated delay is
used to calculate the average frame delay, which is
obtained by dividing the accumulated delays by the
total number of frames transmitted.

Fig. 2, in which the converter maximum throughput is
500 Mbits/s, shows the relationship between the
average frame delay and the number of active multime-
dia sessions under different values of frame generation
probability p. The same simulation is also run against
converters with maximum throughputs of 1 Gbits /s
and 1.5 Gbits/s, and the result is shown in Fig.3 and 4,
respectively. The actual numbers obtained from these
simulations are listed in Table 1,2 and 3, respectively.
Note that, under the assumptions of these simulations,
using 1 converter gateway of 1.5 Gbits/s throughput is

Average Delay in ms
5001
200
p=001
10|
5
A
1
H 10 15 20 25 30 s 50
Number of Mullimedia Scssions

Figure 2. Simulation with Converter of 500 Mbits/s
Maximum Throughput

Average Delay in ms
500

] 10 -4 30 50 0 %0 105
Number of Multimedia Sessions

Figure 3. Simulation with converter 1 Gbits/s Maximum
Throughput

equivalent to using simultaneously 3 converter gate-
ways of 500 Mbits /s throughput each.

From the results of these simulations, it can be verified
that the average frame delays are affected the most by
the number of active multimedia sessions and the
values of the frame generation probability p. The
average frame delays grow almost exponentially as the
number of sessions increases, and the probability p
affects the growth rates of the average frame delays: the
higher value the probability p is, the faster the average
frame delays grow. In fact, as the number of sessions
increases steadily, the converters quickly reach their
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Figure 4. Simulation with Converter of 1.5 Gbits/s Maximum
Throughput

maximum throughputs and the frame delays become
unmanageable. Note that for a typical multimedia appli-
cation of continuous video playback of 30 frames/s, the
maximum acceptable frame delay is 33 ms. In the
traditional intermediate converter model, to keep the
average frame delay under 33 ms, a high performance
converter of 1 Gbits/s throughput can effectively
support less than 100 sessions only. Even though
increasing the power or the number of the converters
can reduce the bottleneck effect, it can never keep up
with the increase in number of sessions in an integrated
multimedia network with high connectivity. Stil these
gateways would be points of traffic congestion and
delay (as shown by Table 2, and 3).

Table 1. Simulation with 500 Mbits/s Throughput Converter

Simulation Frame Generation total # of Average Used Cobnverter
Number Probability p Sessions Delays {rms) Throughput (%)

1. 0.010 3 j 0.607 10

3. G.610 16 G.748 30
3. 0.010 15 0.501 30

4. 0.010 20 1.393 41

5. 0.010 ED) 1.424 49

6. 0.010 a0 1.98) 39

7. 0.0 35 2.506 6

. 0.0 40 4.303 7|

9. 0.0 48 6.661 8

10. 0.0 30 194.840 100

1. 0.010 35 610.080 100

13. 0.020 s 0.738 20

T3, G.030 10 T.146 0

e T.030 ) 1.967 83

18, 0.020 20 4.131 80

16. 0.030 35 77.083 99

17. 0.020 30 936.981 100

18. 5.630 35 1448.063 100

9. 0.030 3 0.926 )

20. 0.030 kd 1.134 4

21. 0.030 9 1.618 3

33, 0.030 i1 2.373 3

23. 0.030 13 3.963 T

24. 0.030 15 10.118 [2]

8. 0.030 17 139.9437 100

26. 0.030 19 607.542 100
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The bottleneck effect is more tolerable in traditional
data networks, since the number of their internal nodes
is, in general, less than a few hundred and internetwork
communication is relatively less frequent. In fact, the
throughput requirement of traditional internetwork
communication is in the range of hundreds of Kbits /s or
less; therefore, in terms of network interconnection, a
high speed bridge would suffice. In the case of multime-
dia networks, however, high connectivity means
increased probability of traffic through the converter/
gateway. Coupled with the high bandwidth require-
ments of each media stream, the transmission delay ata
single point of traffic congestion becomes unmanage-
able, as illustrated by the simulations. Clearly, the
traditional intermediate node conversion model should
be avoided in a high connectivity multimedia network,
and a more efficient approach is needed.

3. New Model

To avoid bottleneck effects, the new ‘iiodel eliminates
the intermediate conversion node and by contrast, l
conversion is performed at either of the end nodes as
shown in Fig. 5 and Fig. 6. In the new model, it is
assumed that a node in one network can physically l
connect to another network by simply tapping itself into
an access point of the target network, in the same
manner that plugging in a telephone establishes a
connection.
In Fig. 5, node N2 in network 2 taps itself into net-
work 1 to initiate internetwork communication with
node N1 in network 1. The dotted lines between node
N2 and network 1 denote the attachment of N2 to
network 1. From node N1’s viewpoint, node N2 is only
a newly added node in netvork 1 running the same

Network |

Network 2

Figure 5. Option 1 - Conversion at receiving node




Table 2. Simulation with Gbit/s Throughput Converter

Simulstion Frame Generatios total # of Average Used Cunverter
Numbes Probability p Sessions Delays (ma) | Througnout (%)

0.010 £} 037 3

0.010 10 045 10

0.0 18 .08 13

0.01 20 3358 20

0.01 25 48 3

. 0.01 30 199 32
7. 0.010 3% 247 34
3. 0.010 <0 0.334 39
9. 0.010 48 367 44
10. 0.010 30 546 33
11, 0.010 58 643 36
13. 0.010 60 0.730 61
13, 0.010 [X3 0.917 65
id4. 0.010 70 .08, 70
15. 0.010 78 1647 T
16. 6.010 80 1.903 ]
17, 010 43 2.637 :
i8. 010 $0 4,493 9
19. 010 5 11.094 9e
20. 010 100 36.861 [
31, 0.010 105 30¥.323 100
33. 0.010 110 $30.778 100
23. 0.010 118 715.404¢ 100
24, 030 3 0.048 10
38, .020 10 0.117 19
36, . 0.020 13 0.175 30
27, 0.030 20 0.258 39
28 0.020 35 0,489 30
29. 0.070 30 0.816 60
30. 0.020 38 .017 69
. ,020 40 663 79
3. .020 45 661 a9
.030 50 31.516 99
.020 35 358.539 100
- 0.020 &0 $11.540 100
36. 030 ) 0.05 15
37. 030 10 6.19: 30
38. 030 15 0.39; 46
39. 030 20 0.6 7. 59
40. 0.030 33 1.503 75
41. 0.030 3 4.326 91
] 0.030 3 182.920 100
4 ©0.030 < 804.366 100

Table 3. Simulation with 1.5'Cbits/s Throughput Converter

protocol. N1and N2 can be considered as two nodes
connected by the same high speed links of network 1.
Therefore, N1 would use the regular protocol of net-
work 1 to communicate with N2 without knowing that
N2 is a node in network 2. To keep the conversion
transparent to high level application programs, node N2
performs the conversion within its low level protocol
entities. In the dashed box of Fig. 5. protocol P (of
network 1) is used between nodes N1 and N2. The
transparency property requirement defined in[2] is
relaxed in the sense that the conversion is not transpar-
ent to the low level protocol entities of the receiving
node. Still, the conversion is transparent to node N1 and
the high level application programs of node N2. Simi-
larly, when N1 in network 1 is the node which initiates
the internetwork communication, it can also attach itself
to network 2 as shown in Fig,. 6.

In this protocol compensation model, nodes initiating
internetwork communication perform the protocol
conversion. Therefore, the conversion function is
decentralized and bottlenecks are eliminated. Conse-
quently, high speed internetwork communication
becomes more plausible. Moreover, removing the
possible single point of failure that leads to nodal
isolation makes this model more fault tolerant.

Despite the aforementioned advantages, a converter
gateway still must be used when the networks to be
integrated are geographically separated far apart, and

Tmulatio T Generats oe vers ed CoRverte : i 3 1S 31 i
Namber | Broveviine g | Seoner | Doee ton) | Doceecioet oy tapping into other networks is not feasible. How?ver, it
2610 £ 012 3. should also be noted that the networks in a multimedia
CXAY] 2 070 u network environment are often overlapped, much like
5. ! .
5 oTs 5 Rt = telephone networks and cable TV networks: an average
ki 0.010 6. . 3
: 516 ; 5% = household often contains both cable TV and telephone
. .01 0 6 0.408 AT . : :
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Figure 6. Option 2 - Conversion at Sending Node
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Figure 7. Abstract model of Option 1.

access point of the other. In this sense, if a node needs an
extraordinarily long distance link (e.g., from the East
Coast to the West Coast of the United States) for tapping
into the other network, the tapping is considered
unreasonable and traditional gateways must be used.

The remainder of this paper focuses on deriving
converters in option 1, and converters in option 2 can be
derived similarly. In the service abstraction of option 1
shown in Fig. 7, the conversion is performed by the
converter entity C, which supports the service interface
of protocol Q, while at the same time using protocol P to
comumunicate with its peer entity P,. Note that protocol
entities P, Q, and Q, are all combined into a single
entity C. Since protocol Qs peer interface (communica-
tion links between Q, and Q,) no longer exists in the
new model, the peer transitions of protocol Q, which
were used to support its peer interface, need not be used
in the derivation of C. Therefore, the abstraction in part
(b) of Fig. 7 becomes the actual model used in the paper.
Consequently, it is the service specification Q, that
participates in the composition of converter C at step 4
of the modified algorithm.

4. The Algorithm

For ease of presentation, the second example from[2]
is used to give a step by step demonstration of the
modified STS algorithm. Fig. 8 shows the given proto-
col specifications of P and Q, in which the service
transitions are labeled in capital letters. Protocol P is a
simple non-sequence protocol. Protocol Qis a simplified
flow control protocol. Before sending each data packet

56 SIMULATION JANUARY 1995

Figure 8. Example - Given Protocols P and Q

from Q, to Q,, a reservation needs to be confirmed. If Q,
has no space available to receive data, it can send a
choke message to Q, to stop the transmission. The
service specifications, P, Q,, and the conversion require-
ment R are as shown in Fig. 9.

In the STS approach, the first 3 steps of the algorithm
are used to derive the inter-relationship of the service
transitions at the protocol boundary, between the
service transitions of P, and Q,. In the new model, the
conversion is performed via the coordination of service
transitions also at the boundary between P, and
protocol Q (specifically, also between P, and Q,.)
Therefore, the first 3 steps remain the same. The result of

“applying ® (defined in [2]) to P, Rand Q, to obtain

the service system graph G is shown in Fig. 10.

The initial projection of G onto the service transitions
of P,and Q, is shown in Fig. 11, in which states [1, 1, 2]
and [2, 3, 3] can be removed along with the incidental
null transitions as described in [2]. The result is shown
in Fig. 12, in which state {2, 2, 1] (also [1, 2,7] has incom-
ing null and non-null transitions. This situation does not
meet the simple conditions described in[2] for the
aforementioned state removal. In this case, these states
must not be excluded from the FSM; only the incidental
null transitions can be removed. To do so, the null
transition removal procedure from[2] is revised as
follows.

= I S 7 = S — S —

P
REC DEL BUSY IN AL oOUT
L T m ;
|| G
P Q

Figure 9. Example - Service Specifications
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1.For each NULL transition 4, if a is the only outgoing
transition of a state st, st can be removed along with
a by redirecting the incoming transitions of st to the
tail state of a[2].

2. For each remaining NULL transition g, if 1 is the only
incoming transition of a state st, st can be removed

along with a by changing the head states of all of st ‘s

outgoing transitions to the head state of 4 [2].

3. For each non-NULL transition T, whose head and
tail states are s and e, respectively, where ¢ is the head
state of a NULL transition 4, add a new transition T
from state s to the tail state of a.

4. For each non-NULL transition T whose head and tail

- states are sand e, respectively, where s is the tail state
of a NULL transition 4 , add a new transition T from
the head state of a4 to statee.

5. Remove all the remaining null transitions. The
resulting FSM is equivalent to the original one.

Figure 10. Example - Service System Graph G

After applying the above procedure, the conversion
‘service specification obtained is shown in Fig.13. Next
in step 3, a synchronizing transition set is obtained as

- follows:

virtual atomic transition V1 with
synchronizing transition set S,
= { DEL, RSV, CONF, IN }

The next step (step 4) of the algorithm is the major
difference of the new model: the converter entity C in
part (b) of Fig7 is composed of peer protocol entity P,
and the entire protocol Q (as a single entity). In fact,
protocol Q is treated as an entity consisting only of
service transitions; i.e. the participants of this step in the
new model are P, and Q, instead of P,-and Q,.The
same coordinated composition operator O defined in[2]
is used to derive protocol entity C:

converter entity C=P, O Q,

The result of applying the coordinated composition
operator to P, and Q, is shown in Fig.14. One may
argue that Q, contains service transitions from Q,
which are not needed in the final converter specification
and should not participate in the composition either. In
answer to this argument, the service transitions from Q,
are needed for coordinating purposes in the coordinated
composition operation. The service transitions of Q, are
synchronized with the peer transitions of P, by the
coordination of the service transitions from the synchro-
nizing transition set which includes service transitions
from P, and Q,. Inshort, the service transitions from
Q, are needed to serve as the coordinating media in this
step.

NU coNF N @
NULL @ CONF, @ IN ..'.

Figure 11. Example - Initial Projection

In the example, note that the synchronizing transition
set contains more than one transition from Q, that have
to be executed in a single virtual atomic transition{2];
i.e., RSV, CONF, and IN from Q, have to be executed
together with DEL from P, To reduce the complexity
of the coordinated composition, Q, can be simplified
by combining the transition sequence

RSV.REQ.OK.CONF.IN
(which includes the service transitions from S, )into a
single atomic transition before the composition with P, .
In Fig.14, (' is the simplified service specification of
protocol Q, which in turn participates with P, in the
composition operation.
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Figure 13. Example - Conversion Service Specification

Finally, as the last step (step 5), the virtual atomic
transition V is expanded and the service transitions from
Q, (RSV and BUSY) are removed. The results are shown
in Fig. 15 and 16, respectively.

5. Refinement

It can be verified that states [3,7] and [1,7] in Fig. 16
are redundant states. This indicates the need for further
refinement of the proposed algorithm. Note that these
two states are included in the converter entity specifica-
tion at step 4 when the coordinated composition operator
© isapplied to P, and Q',, which contain service
transitions (RSV and BUSY) from (), . These service
transitions are eventually removed at step 5. In fact, when
Q, was simplified into Q.”, the coordinating capability
from RSV and BUSY has been instated into the created
atomic transition V. As a result, RSV and BUSY are no
longer needed as coordinating media. Therefore, they can
be removed before the composition to reduce the com-
plexity further. In Fig. 17, all Qs service transitions are
removed when Q," is further simplified into Q.. Then,
a less complex converter is obtained (by applying the ©
operationto P, and Q.”).
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Note that the converter C in Fig. 17 has no service
transitions from Q, ; therefore, there is no need to
perform the NULL transition removal after the composi-
tion. Again, the final converter is shown in Fig. 18 in
which the redundant states [3,7] and [1,7] from Fig.
16 are excluded as expected. Formally, step 4 of the
revised algorithm is as follows:

Step 4

Let the set of service transitions of @, be Zg,
and the synchronizing transition sets be S;, where
i = 1ton, and n is the number of synchronizing
transition sets obtained in Step 3. Define sets O,
for i = 1 to n as follows:

Os, = {6 | 0 is a subsequence of a legal path of
Qs, 0 |zq, = Si Izq, » and 8 starts and ends with
transitions from S;}

In the above definition, 8 |5, and S; |gq, de-
note the projections of § and S; onto Eq,, re-
spectively. In the example, for S$; = { DEL,
RSV, CONF, IN }, the corresponding ©s, =

v

{RSV.REQ.OK.CONF.IN}. In the following pro-
cedures, let 87 denote a member of Os,, where
j=1to0|0Osg, |

. . Os.
1. Create an atomic transition V. > for each

i
Bjes'. in Q,, replace each Gjes" with the cor-

. Os; . .
respor--iing V; °* to simplify 9Q,. The exe-
. s, . .
cution of V; i represents the execution of
- ®s, . .
all transitions of 4. °* in an atomic manner.
Denote the resulting FSM as Q). In the ex-

ample, Vlesl and Q) are V' and Q), respec-
tively, as shown in Fig. 14 and Fig. 17.

2. Use the null transition removal algorithm to .
remove all remaining service transitions be-
longing to Q4 from Q). Denote the resulting
FSM as Q7.

3. Apply the coordinated composition opera-
tion ® to Py and QY to derive the converter

entity C.

i




#
Figure 14. Example - Converter Entity C.
(]
Figure 16. Example - Converter Entity C with NULL
A Transitions Removed.

Figure 18. Example - Refined Converter with V Expanded.

6. Conclusion

In this paper, a simulation study is presented to show
the shortcomings of the traditional protocol conversion
model in multimedia networks.At the conclusion of the
simulation study,it is shown that a more efficient
conversion model is needed.Thus, to achieve better
efficiency, a protocol compensation model is proposed to
perform protocol conversion in multimedia networks.
Under this protocol compensation model, the previously
proposed Synchronizing Transition Set (STS) algorithm
is modified to derive converter entity at end nodes in an
overlapping multimedia network environment.

Since the same ®, © and | operations are used as
before, a formal proof of correctness for the modified
algorithm can be constructed in the same manner as
described in [2]. Moreover, all the beneficial characteris-
tics of the original STS approach are inherited in the
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modified algorithm, with the exception of the transpar-
ency property at a lower layer of the target

protocol. These characteristics include, but are not
limited to less complexity by using the service specifica-
tion approach; capability of converting a sequence of
transitions as a unit; liveness / conformity properties;
and correctness without the need for final validation
phase.As emerging high speed networks continue to
mature, it is believed that protocol conversion will play
an important role in developing a successful iniegrated
multimedia network.
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Abstract

In this paper we address the issues related to the
delivery of multimedia streams on local area net-
works. Multimedia integrates voice and video along
with text and images into existing systems. Tradi-
tionally, local area networks were designed to handle
regular data traffic which are bursty in nature and for
which variable delay is acceptable. Multimedia traf-
fic, on the other hand, requires constant delay in ad-
dition to fast (or real time) delivery. Multimedia traf-
fic also requires large bandwidth compared to regular
traffic. Since local area networks are widely in use,
their modification to integrate multimedia streams is
very important. In this paper we propose priority-
based communication schemes for the timely deliv-
ery of multimedia traffic on local area networks. We
compare the performance of these schemes using sim-
ulation techniques.

Key words: Multimedia, local area networks, pri-
ority.

1 Introduction

Multimedia is a media that integrates the transmis-
sion of voice and video along with text and images
into existing systems [1,2,3,4,5]. Digital multime-
dia transmits multimedia information digitally and
allows them to be manipulated and stored on a com-
puter system. It also allows for interactive human
interface. Interactive multimedia allows the user to
interface with the system in real time which is im-
portant for education, business, entertainment, and
communications.
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Research Office, uader comracts No. DAALO3-91-G-0093 and No.
DAALO03-92-G-0184. The views, opinioas, and/or findings costaived is
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0-8186-6680-3/94 $04.00 © 1994

A large number of commercial organizations as well
as universities use some type of local area network
eavironment. These organizations have two options
for adding multimedia capabilities. One option is
to utilize the existing networks by adding some de-
vices and/or software in order to transmit multime-
dia streams. The other option is to use an ATM type
network (see section 3.2). ATM is designed such that
voice and video can be transmitted effectively along
with data packets. ATM switches and interfaces will
be needed which would add a lot of cost to these or-
ganizatioss.

Existing local area networks have two main prob-
lems with regard to the integration of multimedia
streams. First, the existing bandwidth capability for
a standard LAN does not support multimedia trans-
mission requirements. Second, there is no explicit
priority mechanism for transmitting data/stream on
LANs. Multimedia streams must be received at the
user/presentation site at a time that there would be
no interrwption (or gap) from user’s point of view
(consider a moving picture presentation). Note that
multimedia streams are isochronous and require a
constant delay between packets.

This paper focuses on the problems associated
with supporting multimedia on local network envi-
ronments. The protocols of the local area networks
are not suitable for multimedia traffic. They were de-
signed to handle regular data traffic which are bursty
in nature and for which variable delay is acceptable.
Traditional communication protocols for local area
networks bave to be modified to suit the needs of
multimedia applications. We present protocols for
priority-based communications on Ethernets to allow
timely delivery of multimedia traffic on Ethernets and
compare the performance of the possible alternatives.



The rest of the paper is organized as follows: In
the next section, We present data requirements of
multimedia systems. In Sef:tlon 3, we give a brief
background of communication networks. Section 4
presents two techniques for priority-based communi-
cation on Ethernets. In Section 5, we present a sim-
ulation study of the proposed techniques. F inally,
Section 6 concludes the paper.

2 Multimedia Data Require-
ments

All digital media requires digital end-to-end trans-
mission of multimedia data streams. This means that
the communication network must support the trans-
mission of digitized voice, video and images. The
network must also have a wide bandwidth to sup-
port these transmissions. Not all existing networks
have sufficient bandwidth to accommodate the needs
of all kinds of multimedia applications. For example,
a LAN with 10 Mbps bandwidth may be able to pro-
vide limited support to transfer video and images for
some multimedia applications.

Multimedia applications require fast processing
and small visual response time. Moreover the effect
of latency in transmitting streams between stations
should be minimized or eliminated.

Moreover the amount of storage required by mul-
timedia data is much more than that of regular data.
A 640 x 480 24-bit color resolution graphic image, for
example, takes about 900KB of memory. Most com-
mon audio CD uses 16-bit resolution and 44.1KHz
sampling rate. One second of this high quality audio
requires 176.4 kB of storage. Vedio is composed of
a stream of frames (e.g., NTSC uses 30 per second).
One second of 30 fps video of size 640 x 480 pixels
and 24 bit color resolution requires about 27TMBps
bandwidth.

Multimedia data compression techniques reduces
the amount of bandwidth required by streams such
as video. In addition, the amount of disk storage re-
quired for multimedia data can be substantially de-
creased. The 27MBps transfer rate required for the
640 x 480 screen would be reduced to 550kBps using
the MPEG1 standard [6). MPEGI can also compress
audio by a factor of 5-10.

It is clear that the amount of data needed to repre-
sent video digitally places tremendous requirements

on storage, transmission, bandwidth as well as dis-
play capabilities of current systems. In addition to
the storage and bandwidth requirements for multi-
media data, there are some other problems associ-
ated with multimedia such as the suitability of exist-
ing network protocols. More information about the
properties of the multimedia data types/streams and
the requirements of multimedia applications can be

found in (7,8].

3 Communication Network

Background

3.1 Local Area Networks

Local area networks (LAN) exist in one of the fol-
lowing architectures; bus, tree, token ring and FDDI
(Fiber Dual Data Interface) ring {9,10]. The most
widely used LAN is the Ethernet which is a bus-based
architecture. This type of network typically has 10
Mbps bandwidth as opposed to 100 Mbps for FDDI.

Local area network bus (non token) protocols
are based on broadcasting. The most dominat-
ing medium access protocol (MAC) in use is the
CSMA/CD (Carrier Sense Multiple Access with Col-
lision Detection) in which each station listens to the
channel while transmitting. In case a collision is de-
tected during transmission, the station ceases trans-
mission and retries after some (random) period of
time. This protocol requires that the message size
be longer than twice the propagation time (in order
to detect collision before transmission is complete).
It also use binary exponential backoff technique, in
which, after each repeated collision, the mean value
of the random delay is doubled.

One other MAC that is widely used is the token
bus in which stations on the bus form a logical ring
with a token (control packet) to regulate access to
the medium. When a station receives the token, it
get control of the medium for a specified time. When
the station is done, or time expires, it passes the token
to the next station in the logical ring.

LAN topologies are based on sharing the band-
width between stations. Data sent are assumed to be
time-independent, they can be broken into packets
without regard to their order. Also, when a station
is using the network for transmission, no other sta-
tion can and the entire bandwidth is assigned to it.




Options for Multimedia:

To overcome the problems with the speed and/or
order of transmission on LAN, several alternatives are
being explored. Fast Ethernet is one way to solve the
bandwidth problem of the standard Ethernet and it
is expected to be 10 times wider. It may retain the

- CSMA/CD MAC protocol to allow internetworking
with standard Ethernet LANs.

Another way to overcome the bandwidth problem
is to use switching hubs. Switched Ethernet estab-
lishes a single point-to-point LAN between each work-
station and a high-capacity switching hub [11]. This
gives each workstation its own LAN with all of its
bandwidth. (Some topologies may have more than
one workstation per LAN.) However the switching
hub may be a bottleneck at some point. That is why
this network architecture imposes limits on the num-
ber of workstations that could be connected to the
hub, and also on the number of simultaneous users.

Other options include using FDDI (running over
twisted pair for a short distance) to increase the band-
width to 100 Mbps. FDDI technology could be ex-
tended to support the timely delivery required by
multimedia applications. Isochronous Ethernet is an-
other option which provides isochronous channels to
stations equipped with isoENET cards [12].

3.2 Switching Networks

Switching networks transfer information between
source and destination via three functions: transmis-
sion, multiplexing, and switching. Transmission pro-
vides the point-to-point transfer of information. Mul-
tiplexing uses a single transmission facility (link) for
several independent channels. Switching uses prop-
erties of telecommunications traffic to replace a fully
meshed network interconnecting all pairs of users
with a shared substructure providing on demand con-
nections, that is, packets can be assinged to channels
based on the address information in the header of the
packets themselves.

Circuit switching networks use time division mul-
tiplexing (TDM) where bandwidth is multiplexed
between several channels with assigned amounts of
bandwidth. Time slots within a frame are allocated
to the channel for the duration of the service. This
type of networks is suitable for applications that re-
quire guaranteed bandwidth or low latency such as
PCM voice and constant bit rate data traffic. The

mode of transfer in this type of network is referred to
as synchronous transfer mode (STM).

Packet switching networks use bandwidth effi-
ciently to suit bursty applications such as file trans-
fers. However, the delay in these networks is unpre-
dictable and the latency tends to be high. Packet
switching uses statistical multiplexing which dynam-
jcally allocates time slots to incoming channels based
on demand. In contrast with synchronous TDM, the
positional significance of the slots (in TDM) is lost
and hence each packet has to carry addressing infor-
mation in addition to data.

ATM (Asynchronous Transfer Mode) uses cell
switching which uses bandwidth flexibly and effi-
ciently for all sorts of applications. For constant rate
applications, a guaranteed number of cells per sec-
ond can be allocated and any unused cell slots can be
allocated (on demand) to bursty applications. In ad-
dition, the number of virtual channels carrying these
cells can vary as well as the rate of each channel.

In cell switching technology, a cell is a 53 byte
fixed length packet with 5 bytes for header (contain-
ing routing and quality of service information) and
48 bytes for data (payload section) [13]. This fixed
length cells are better suited for high speed switching
because it enables simpler implementation of switches
and provides predictable system behavior.

The asynchronous nature of ATM comes from the
fact that cells are assigned asynchronously to any ser-
vice based on its needs. This is facilitated by the fact
that each cell is addressed independently to any des-
tination. In this mode of transmission, there is no
notion of owning a time slot on periodic basis.

Although existing wide networks (WAN) can be
used by some multimedia applications, these WAN-
based applications would suffer from existing prob-
lems such as the varying network delays. When it
become widely available, ATM will be a suitable tech-
nology that has the high bandwidth and low latency
requirements for many multimedia applications.

4 Priority Schemes

As mentioned before, our work focuses on the prob-
lems associated with supporting multimedia services
oo local network environments. The protocols for
regular data transfer on the local area networks are
not suitable for multimedia traffic and they have to
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be modified to suit multimedia applications. These
protocols were designed to bandle regular c'iata traffic
which is bursty in nature and for which variable delay
is acceptable. We present priority-based communica-
tion protocols for allowing timely delivery of multi-
media traffic on local area networks. We focus our
attention to the problems associated with supporting
multimedia traffic on with local area bus (Ethernet)
as opposed to token ring networks [14].

The current medium access bus protocol does not
provide priority for transfer of data. Stations on the
bus use the CSMA/CD protocol to compete for bus
bandwidth. This means packets can indiscriminately
collide and get retransmitted. This medium access
protocol is suitable for regular data traffic but not for
multimedia traffic. We propose two priority schemes
that add some sense of priority to data traffic on the
bus. They support two levels of priority: high priority
(for multimedia or real-time traffic) and low priority
(for regular data).
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Figure 1. Bus Time

4.1 Bus-Time Multiplexing Priority
Scheme

Bus-time multiplexing scheme relies on message pass-
ing to support two levels of priority. Before a station
sends a "high priority” traffic (for a multimedia ses-
sion), it informs every other station of its intention
so that they would abstain from sending "low prior-
ity” traffic for a period of time. This is accomplished
by broadcasting a request message that includes the
amount of time that the station needs (i.e., the ses-
sion length). During this time period, only high pri-
ority traffic is allowed to use the bus.

Since the request message will compete for the bus
with other traffic, the scheme has to ensure that this
message gets successfully transmitted before the high
priority traffic period starts.
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When stations receive a message indicating that
high priority traffic need to be sent by a station, they
stop sending low priority traffic at once. Stations
record the time at which they will be allowed to send
regular traffic. This time would be equivalent to the
current time plus the length of the session (which is
included in the request message). Stations also keep a
count of the number of multimedia sessions currently
in progress. Whenever a station receives a request
message, it increment this count by one.

Within a high priority period, if another station
wants to start a multimedia session, it can use the
bus simultaneously since it knows that the bus is be-
ing used for high priority traffic. However, the sta-
tion has to send a (request) message to other sta-
tions. This message will be used to update the time
at which the high priority period will terminate. In
addition, stations will increment the number of cur-
rent multimedia sessions by one. During this time
period, high priority traffic compete for the bus us-
ing the CSMA/CD medium access protocol (but they
do not compete with low priority traffic).

After a station has finished sending its high pri-
ority traffic, it broadcasts a completion message in-
dicating that the number of multimedia sessions is
decremented by one. Again the scheme has to ensure
that the completion message gets delivered even after
it collide with other traffic.

Thus the bus is time multiplexed between high pri-
ority and low priority traffic, as illustrated by Figure
1, where Tm is time period used by multimedia (high
priority) traffic and Tr is time period during which
regular (low priority) traffic can be sent.

The period (Tm) during which the bus time is dedi-
cated to multimedia traffic is measured from the start
of the high priority traffic session(s). This period ends
when the count of multimedia sessions goes down to
zero or if Tm exceeds a pre-determined maximum
limit. If Tm exceeds this limit, regular traffic will
be allowed to use the bus. The ratio Tm/Tr need to
be chosen carefully to insure fairness to regular data
traffic.

The number of simultaneous multimedia sessions
has to be limited, otherwise, they would interfear
with each other producing low quality in addition to
increasing the regular data traffic delay. This limita-
tion is dependent on the amount of available band-
width and the nature of the multimedia applications.

This technique should result in better multimedia




traffic performance over the non-prioritized bus pro-
tocol, but regular data traffic will suffer some delay.
This delay could be acceptable to a user sending regu-
lar data. On the other hand, a delay in video frames,
for example, may result in an unacceptable presenta-
tion quality.

4.2 Station Multiplexing Scheme

In the station multiplexing scheme, each station keeps
status information about the transmission requests
of all other stations. Using this status information,
each station will be able to make decision to send
packets on the bus. Each station is still required to
send a request message before starting its multime-
dia session (i.e., high traffic session), but stations are
not required to send a message after completing their
sessions.

In this scheme, each station maintains a data struc-
ture that has an entry for each station. The entry for
a station contains the time of the latest transmission
request made by that station for high priority traffic.
An entry for a station is updated when a (request)
message is received indicating that it wants to start
its multimedia session.

All stations use a fixed length quantum (Tq) for
high priority traffic. A station uses the bus for this
quantum and renews its request for another after the
current quantum expires. A station wanting to start
a session or renew its request for another quantum,
compares the timestamps in its local structure. The
station that corresponds to the smallest timestamp is
the one that can use the bus next (after the current
quantum expires).

A station can find if the current quantum has ex-
pired by comparing the difference between the latest
(highest) timestamps in its local structure and the
current time with the default session length quantum.
If the current time minus the value of the latest times-
tamp is less than or equal the value of Tq, the station
may proceed with its request immediately. Other-
wise, the station tries whenever the current quantum
expires.

In this scheme, the bus time is still multiplexed
between high priority and low priority traffics, but in

addition, the Tm period is further divided into small

time quanta (of duration Tq) and each station uses
a quantum (if needed) based on the latest timestamp
criterion stated above. This would improve perfor-

mance further since the competition between stations
(during Tm) is regulated. In other words, this ap-
proach further reduces the possibility of collisions.

The basic idea is that stations that need to send
high priority traffic will use the bus in a last recently
used order. The station with the oldest (smallest)
timestamp will be allowed to use the bus once the
current Tq expires.

If two stations send their request messages at the
same time, these messages will collide. In such cases,
one station will backoff its transmission of request
message and the other will proceed. (Station num-
bers can be used for tie breaking.)

As in the previous scheme, the period (Tm) during
which the bus is dedicated to multimedia traffic has
a maximum length from the start of the high priority
traffic session(s). If Tm exceeds this limit, regular
traffic will be allowed to use the bus. Again, the ratio
Tm/Tr need to be chosen carefully to ensure fairness
to regular data traffic.

A variation of this scheme is round robin scheme,
where stations are served in a pre-defined order and
for a fixed period of time. This scheme is similar to
a token based scheme, where stations pass a token
among themselves in a pre-defined order and only
the station that h